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Responses to Comment of Referee #1 

In its present form, the paper mostly appears as a good piece of algebraic development, and along this line, 

corresponds typically to a technical note. However, a few concerns make me feel that the writing is not 

raised to something braking from previous attempts to model unconfined groundwater flow.  

First. Contrary to the idea concealed in the paper, I am not convinced at all that analytical solutions are in 

general the reference tool for concrete case applications. Usually, analytical solutions drastically simplify 

the problem when concrete applications are faced with complex situations. Todays, concrete application 

turn toward (eventually simplified) numerical resolutions of groundwater flow simply because these 

approaches can handle complex geometry, medium heterogeneity, coupling vadose and saturated zone, 

etc. The point is that analytical solutions are still useful as reference for numerical model and/or to assess 

the relevance of some second-order mechanisms added to numerical models.  

Response: We agree that analytical solutions are reference tools for applications with complicated 

situations or serve as the primary means for testing and benchmarking numerical models or assessing the 

relevance of some second-order mechanisms included in numerical models. In addition, they have 

advantages mentioned below as compared with the numerical methods: 

1. They generally require less data than numerical schemes and are numerically stable, efficient, and easy 

to implement although they are limited to specific cases due to their simplifying assumptions.  

2. They can easily be used to explore physical insights of the flow behavior affected by the aquifer 

properties, boundary, and/or surface recharge. Some new findings related to flow behavior are given 

below as example based on the present solution: 

(1) A quantitative criterion is provided to assess the validity of neglecting the effect of the vertical flow. 

Such a practice of ignoring vertical flow was very commonly made in previous articles (e.g., Rao 

and Sarma, 1980; Rai et al., 1998; Chang and Yeh, 2007; Illas et al., 2008). Please refer to the 2nd 

conclusion in the previous manuscript for detail. 

(2) The assumption of incompressibility is valid when the ratio of the specific yield to the storage 

coefficient is larger than 100. Otherwise, it leads to significant overestimation in predicting the 

hydraulic head. Please see the 3rd conclusion in the previous manuscript. 

3. The sensitivity analysis based on the analytical solutions can determine which parameters are 

relatively critical to the success of a management plan (see, for example, Aguado and Sitar, 1977) or 

to investigate the source of inaccuracy in parameter estimation (e.g., Huang and Yeh, 2012). 
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4. If coupling with an optimization approach, they can identify the hydraulic parameters in aquifer test 

data analyses. For example, Yeh and Chen (2007) integrated a slug test solution for a well with a finite-

thickness skin with the simulated annealing to determine the hydraulic parameters of the skin and 

formation zones.  

 

Second. I doubt on the unconfined behavior of the aquifer modeled by the solutions of the authors. For 

the purpose of simplification, the analytical solution is based on two equations, namely, a diffusion 

equation corresponding to a confined system plus an additional equation for the free water surface only 

accounting for fluxes from the recharge over a limited area of the modeled domain. It is obvious that this 

dichotomy does not represent the continuity of flow between the vadose and the saturated zone that makes 

the unconfined systems so complicated. The authors would have been well advised to provide us with a 

comparison between their solution (and its simplifications) and a full three-dimensional resolution of the 

Richards equation for both the saturated and the vadose zone. The point is not to state that an analytical 

solution is able to deal with all the physics of flow, rather to show explicitly why the simplifications 

needed for building an analytical solution are reasonably acceptable.  

Response: Thanks for the comment. Analysis of three-dimensional saturated and unsaturated flows based 

on Richards’ equation and soil characteristic curve is indeed an interesting and challenging work, but this 

is obviously beyond the scope of this note. Tartakovsky and Neuman (2007) developed a semi-analytical 

solution for unsaturated and saturated flows toward a discharge well in an unconfined aquifer. Their 

solution is based on Richards’ equation with the relative hydraulic conductivity defined as 𝑘0 =

exp(−𝜅𝑧) where 𝜅 is a parameter and z is elevation from water table. The solution agrees well with the 

Neuman (1974) solution based on the same problem but neglecting the effect of unsaturated flow when 

𝜅𝐵 = 103 with the initial aquifer thickness B. To some extent, the present work is similar to the Neuman 

(1974) solution but differs from the aspect that our solution regards regional recharge as a plane source 

while Neuman’s solution considers the pumping as a line sink. We may therefore infer from the work of 

Tartakovsky and Neuman (2007) that the present solution may also be valid if the condition of 𝜅𝐵 ≥

103 is held. The following text is added in the revised manuscript to address the conditions of using the 

present solution: 

“On the other hand, the effect of unsaturated flow above water table on model’s predictions can be ignored 

when 𝜎𝐵 ≥ 103  where 𝜎  is a parameter to define the relative hydraulic conductivity as 𝑘0 =

exp(−𝜎𝑧) in the Richards’ equation (Tartakovsky and Neuman, 2007). Tartakovsky and Neuman (2007) 
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achieved agreement on aquifer drawdown evaluated by their analytical solution based on Eq. (1) for 

saturated flow and Richards’ equation for unsaturated flow and by the Neuman (1974) solution based on 

Eqs. (1) and (8) with I = 0 when 𝜎𝐵 = 103 (i.e., the case of 𝜅𝐷 = 103 in Fig. 2 in Tartakovsky and 

Neuman, 2007).” (lines 176 − 183 of the revised manuscript) 

 

Third. In association with the concern above, the provided analytical solution is compared with other 

analytical solutions grounded in the same theoretical framework. This way of doing usually goes with 

some self-satisfaction attitude because progresses are incremental and never work against the proposed 

methodology. Again, we would have been better informed if the proposed analytical solution had been 

faced with a (numerical) three-dimensional resolution of flow. It is now well known that solving a three-

dimensional Richards equation with the problem of swapping between the unconfined non-saturated zone 

and the confined saturated zone is crux to model unconfined aquifers, especially when recharge is evoked 

as a condition triggering transient flow. Stated differently, one can be still interested in analytical solutions 

but it is mandatory to know when to apply them, what do they hide, and which (eventually useless) 

mechanism is overlooked. As an aside comment, we still seek for the usefulness of mixed boundary 

conditions when the paper only deals with the Dirichlet type of boundary condition.  

Response: Unfortunately, it seems that the existing numerical solutions for 3D saturated and unsaturated 

flow were developed for some purposes (e.g., Dogan and Motz, 2005; Cey et al., 2006; Hunt et al., 2008; 

An et al., 2010; An et al., 2012) which were irrelevant to this study and therefore impossible to make 

comparison with the present solution. As regard to the use of the Robin boundary condition (RBC), we 

would like to mention that it is defined as a weighted combination of Dirichlet boundary condition and 

Neumann boundary condition while the mixed boundary condition (MBC) represents the boundary which 

changes its condition along a particular boundary, say from a Dirichlet condition to a Neumann condition 

(Duffy, 2008, p. 1). Thus, the RBC and MBC are completely different types. In our study, we have adopted 

the RBC to describe flow across a boundary of a stratum having low permeability and investigate its effect 

on the hydraulic head at an observation point as described in section 3.1. It is clear that the Robin condition 

should be considered for the boundary under the condition 10−2 < 𝐾1𝑑1/(𝐾𝑥𝑏1) < 102 where K1 and 

b1 are the hydraulic conductivity and width of the medium at the boundary 1 illustrated in Figure 1(a), 

respectively, Kx is the aquifer hydraulic conductivity in the x direction normal to the boundary, and d1 is a 

distance between the boundary and the edge of a recharge area. Note that the Robin condition reduces to 

Dirichlet condition when 𝐾1𝑑1/(𝐾𝑥𝑏1) ≥ 102 and the no-flow condition when 𝐾1𝑑1/(𝐾𝑥𝑏1) ≤ 10−2. 
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Four. Technically speaking, the manuscript may appear unclear at some places. The first question raised 

by reading the mathematical development is the motivation to choose a distance from a well as the 

reference for building dimensionless coordinates in space. What if no well existed? Why not to build 

theses dimensionless variables by taking the size (along x and/or y directions) of the domain? Is there any 

incompatibility by doing so on the emergence of an analytical solution? A second concern is about the 

sensitivity of the solution to parameters. The authors delineate it as a first order-approximation (finite 

difference) of the derivatives of the solution with respect to (log) parameters. This calculation is de facto 

sensitive to the increment δp added to the parameter p when approximating dF/dp as [F(p+δp) – F(p)]/δp. 

My understanding is that the analytical solution is a double or a triple sum of elementary functions. 

Derivatives of a sum being sum of derivatives, why not to derive directly the analytical solution with 

respect to parameters? My first guess is that all the elementary functions enclosed in the solution are 

differentiable with respect to their parameters, with the consequence that an "exact" sensitivity evaluation 

could come out by directly differentiating the analytical solution. Notably, the sensitivity analysis 

performed in the paper is irrelevant. Calculating derivatives with respect to parameters is always local, 

with the meaning that the differentiation is performed in the vicinity of a prescribed value of the parameter. 

Conclusions on model sensitivity are thus local and only valid close to the prescribed values of the 

parameters. These values are not reported in the paper and a relevant way to analyze the sensitivity would 

be to duplicate calculations at several points in the parameter space. A third concern is about the appendix 

which is in my opinion hard to read when it should be limpid. The reader is continuously invited to swap 

between the writing in the appendix and the equations in the main text. This does not help to understand 

how the authors technically proceeded for building their analytical solution. My standpoint regarding this 

feature would be to either remove the appendix, or give it some flesh to document the reader and avoid 

him back and forth motions in the reading plus hard time to pass from eq. n to eq. n+1.  

Response: Thanks for the comment. Our responses to those concerns are given below: 

1. The term “observation well” is changed to “observation point” for avoiding confusion. The distance 

d between the edge of a recharge area and the observation point is chosen to define the dimensionless 

parameter 𝑧 = 𝐾𝑧 𝑑2/(𝐾𝑥 𝐵2) where B is the initial aquifer thickness and Kx and Kz are the aquifer 

hydraulic conductivities in the x and z directions, respectively. The parameter 𝑧 indicates that both 

𝐾𝑧 𝐾𝑥⁄  and 𝑑2 𝐵2⁄  are crucial factors in neglecting the effect of vertical flow on the hydraulic head. 

This parameter is similar to the one defined in Neuman (1975) as 𝛽 = 𝐾𝑧 𝑟2/(𝐾𝑟 𝐻2) with 𝐾𝑟 
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representing the hydraulic conductivity in the radial direction and r denoting a radial distance 

measured from a pumping well to an observation point. He used this parameter to examine the 

validity of neglecting the effect of vertical flow on transient drawdown at the observation point (see 

Figure 1 in Neuman, 1975).  

2. Direct differentiation of the solution with respect to each of the parameters is practically feasible. 

Yet, some of the results for parameters such as 𝑆𝑦 , 𝑆𝑠 , 𝐾𝑥 , 𝐾𝑧 , and 𝐾1  are lengthy and in 

complicated forms. In addition, it is laborious to derive the sensitivity coefficients since we have 

seven parameters in total. The sensitivity coefficients based on the first-order finite differences give 

very good approximations to those obtained by direct differentiation. In addition, the curves of 

sensitivity coefficients show very clearly pictures exhibiting the relative strength and influential 

period of the impact of parameter change on the hydraulic head. The parameter values we choose 

and listed in Table 2 (in manuscript) are reasonable for sandy aquifers, which are suitable formations 

for groundwater exploitation. One might expect that different sets of parameter values for sandy 

aquifers should also provide similar sensitivity patterns to ours. The conclusions on the sensitivity 

analysis in section 3.5 should therefore be valid for different magnitudes of hydraulic parameters. It 

is worth noting that the patterns of sensitivity curves are somewhat different as shown in Figure 6 

because Figure 6(a) is for three-dimensional flow while Figure 6(b) is for two-dimensional flow.  

3. The derivation for the present solution mentioned in section 2.2 and given in Appendix A has been 

rewritten according to the comment and also given at the end of this reply. 

 

Five. Even though I am not native speaker of English, I found a text riddled every ten lines with 

grammatical inconsistencies, awkward phrasings, etc. In any case, the manuscript would deserve pinpoint 

editing by a professional service. In its present form, the text is not completely clear and editing would 

probably improve readability.  

Response: The manuscript has carefully been edited by a colleague who is good at English writing. 

 

Finally, I found the paper interesting because the technique concealed in it is undoubtedly sound. The 

main concern is that the authors missed the target of showing us the added-value of their contribution. 

They partly kick in touch by comparing their results with those they inherit from. At least, the paper 

deserves a rigorous editing before publication. Nevertheless, my feeling is still that a relevant paper in a 

reputed journal such as HESS should argue on the advantages and drawbacks brought by the study. In its 
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present form, the study only brings advantages by flawed comparisons between quite similar approaches. 

I would recommend to reject the paper in its present form but encourage the authors for a complete re-

submission following the philosophy depicted above.  

Response: Thank for the comment. We have addressed the issue of the restrictions (or drawbacks) of the 

present solution by inserting the following sentence in Conclusions of the revised manuscript: 

“The present solution is applicable under the conditions of aquifer homogeneity, ℎ/𝐵 < 0.5, 𝐼/𝐾𝑧 <

0.2, and 𝜎𝐵 ≥ 103 due to Eq. (8) neglecting the effect of unsaturated flow above water table (Marino, 

1967; Tartakovsky and Neuman, 2007).” (lines 453 − 456 of the revised manuscript) 
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Text abstracted from lines 203 − 256 and lines 473 − 531 of the revised manuscript 

The mathematical model, Eqs. (10)  (17b), can be solved by the methods of Laplace transform and 

double-integral transform. The former transform converts ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅) into ℎ̃(�̅�, �̅�, 𝑧̅, 𝑝), ∂ℎ̅/ ∂𝑡̅ into 

𝑝ℎ̃ − ℎ̅|�̅�=0, and 𝜉�̅�𝑥�̅�𝑦 into 𝜉�̅�𝑥�̅�𝑦/𝑝 where p is the Laplace parameter and ℎ̅|�̅�=0 equals zero in Eq. 

(11). After taking the transform, the model become a boundary value problem expressed as 

𝜕2ℎ̃

𝜕�̅�2 + 𝜅𝑦
𝜕2ℎ̃

𝜕�̅�2 + 𝜅𝑧
𝜕2ℎ̃

𝜕�̅�2 = 𝑝ℎ̃   (18) 

with boundary conditions 𝜕ℎ̃/𝜕�̅� − 𝜅1ℎ̃ = 0 at �̅� = 0, 𝜕ℎ̃/𝜕�̅� + 𝜅2ℎ̃ = 0 at �̅� = 𝑙,̅ ℎ̃/𝜕�̅� − 𝜅3ℎ̃ = 0 

at �̅� = 0, ℎ̃/𝜕�̅� + 𝜅4ℎ̃ = 0 at �̅� = �̅�, 𝜕ℎ̃/𝜕𝑧̅ = 0 at 𝑧̅ = −1, and 𝜕ℎ̃/𝜕𝑧̅ + 𝜀𝑝ℎ̃/𝜅𝑧 = 𝜉�̅�𝑥�̅�𝑦/𝑝 at 

𝑧̅ = 0. We then apply the properties of the double-integral transform to the problem. One can refer to the 

definition in Latinopoulos (1985, Table I, aquifer type 1). The transform turns ℎ̃(�̅�, �̅�, 𝑧̅, 𝑝)  into 

ℎ̂(𝛼𝑚, 𝛽𝑛, 𝑧̅, 𝑝), 𝜕2ℎ̃/𝜕�̅�2  + 𝜅𝑦(𝜕2ℎ̃/𝜕�̅�2) into −(𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2)ℎ̂ where (m, n)  1, 2, 3, … , and 

eigenvalues 𝛼𝑚 and 𝛽𝑛 are the positive roots of the following equations that 
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tan(𝑙�̅�𝑚) =
𝛼𝑚(𝜅1+𝜅2)

𝛼𝑚
2 −𝜅1𝜅2

             (19) 

and 

tan(�̅�𝛽𝑛) =
𝛽𝑛(𝜅3+𝜅4)

𝛽𝑛
2−𝜅3𝜅4

.             (20) 

In addition, �̅�𝑥�̅�𝑦 defined in Eqs. (17a) and (17b) is transformed into 𝑈𝑚𝑈𝑛 given by 

𝑈𝑚 =
√2𝑉𝑚

√𝜅1+(𝛼𝑚
2 +𝜅1

2)[𝑙+̅𝜅2/(𝛼𝑚
2 +𝜅2

2)]

           (21) 

𝑈𝑛 =
√2𝑉𝑛

√𝜅3+(𝛽𝑛
2+𝜅3

2)[�̅�+𝜅4/(𝛽𝑛
2+𝜅4

2)]

           (22) 

with 

𝑉𝑚 = {𝜅1[cos(𝛼𝑚�̅�1) − cos(𝛼𝑚𝜒)] − 𝛼𝑚[sin(𝛼𝑚�̅�1) − sin(𝛼𝑚𝜒)]}/𝛼𝑚   (23) 

𝑉𝑛 = {𝜅3[cos(𝛽𝑛�̅�1) − cos(𝛽𝑛𝜓)] − 𝛽𝑛[sin(𝛽𝑛�̅�1) − sin(𝛽𝑛𝜓)]}/𝛽𝑛    (24) 

where 𝜒 = �̅�1 + �̅� and 𝜓 = �̅�1 + �̅�. 

Equation (18) then reduces to an ordinary differential equation as 

𝜅𝑧
𝜕2ℎ̂

𝜕�̅�2 − (𝑝 + 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2)ℎ̂ = 0           (25) 

Two boundary conditions are expressed, respectively, as 

𝜕ℎ̂/𝜕𝑧̅ = 0   at    𝑧̅ = −1            (26) 

and 

𝜕ℎ̂

𝜕�̅�
+

𝜀𝑝

𝜅𝑧
ℎ̂ =

𝜉

𝑝
𝑈𝑚𝑈𝑛   at    𝑧̅ = 0.           (27) 

Solving Eq. (25) with Eqs. (26) and (27) results in 

ℎ̂(𝛼𝑚, 𝛽𝑛, 𝑧̅, 𝑝) =
𝜉𝑈𝑚𝑈𝑛cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh 𝜆+𝜅𝑧𝜆 sinh 𝜆)
          (28) 

where  

𝜆 = √(𝑝 + 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2)/𝜅𝑧.            (29) 

Inverting Eq. (28) to the space and time domains gives rise to the analytical solution that 

ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅) = 𝜉 ∑ ∑ (𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞
𝑗=1 )𝐹𝑚𝐹𝑛𝑈𝑚𝑈𝑛

∞
𝑛=1

∞
𝑚=1    (30) 

with 

𝜙𝑚,𝑛 =
cosh [(1+�̅�)𝜆𝑚,𝑛]

𝜅𝑧𝜆𝑚,𝑛 sinh 𝜆𝑚,𝑛 
             (30a) 

𝜙0,𝑚,𝑛 = −2𝜆0,𝑚,𝑛cosh[(1 + 𝑧̅)𝜆0,𝑚,𝑛]exp(−𝛾0,𝑚,𝑛𝑡)̅/𝜂0,𝑚,𝑛     (30b) 

𝜙𝑗,𝑚,𝑛 = −2𝜆𝑗,𝑚,𝑛cos[(1 + 𝑧̅)𝜆𝑗,𝑚,𝑛]exp(−𝛾𝑗,𝑚,𝑛𝑡)̅/𝜂𝑗,𝑚,𝑛      (30c) 
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𝜂0,𝑚,𝑛 = 𝛾0,𝑚,𝑛[(1 + 2𝜀𝜅𝑧)𝜆0,𝑚,𝑛 cosh 𝜆0,𝑚,𝑛 + (1 − 𝜀𝛾0,𝑚,𝑛) sinh 𝜆0,𝑚,𝑛]   (30d) 

𝜂𝑗,𝑚,𝑛 = 𝛾𝑗,𝑚,𝑛[(1 + 2𝜀𝜅𝑧)𝜆𝑗,𝑚,𝑛 cos 𝜆𝑗,𝑚,𝑛 + (1 − 𝜀𝛾𝑗,𝑚,𝑛) sin 𝜆𝑗,𝑚,𝑛]    (30e) 

𝜆𝑚,𝑛 = √𝑓𝑚,𝑛/𝜅𝑧; 𝛾0,𝑚,𝑛 = 𝑓𝑚,𝑛 − 𝜅𝑧𝜆0,𝑚,𝑛
2 ; 𝛾𝑗,𝑚,𝑛 = 𝑓𝑚,𝑛 + 𝜅𝑧𝜆𝑗,𝑚,𝑛

2    (30f) 

𝑓𝑚,𝑛 = 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2              (30g) 

𝐹𝑚 =
√2[𝛼𝑚 cos(𝛼𝑚�̅�)+𝜅1 sin(𝛼𝑚�̅�)]

√𝜅1+(𝛼𝑚
2 +𝜅1

2)[𝑙+̅𝜅2/(𝛼𝑚
2 +𝜅2

2)]

           (30h) 

𝐹𝑛 =
√2[𝛽𝑛 cos(𝛽𝑛�̅�)+𝜅3 sin(𝛽𝑛�̅�)]

√𝜅3+(𝛽𝑛
2+𝜅3

2)[�̅�+𝜅4/(𝛽𝑛
2+𝜅4

2)]

           (30i) 

where j  1, 2, 3, …  and eigenvalues 𝜆0,𝑚,𝑛 and 𝜆𝑗,𝑚,𝑛 are determined, respectively, by the following 

equations that 

tan 𝜆𝑗,𝑚,𝑛 = −𝜀(𝑓𝑚,𝑛 + 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 )/𝜆𝑗,𝑚,𝑛         (31) 

and 

−𝜀𝜅𝑧𝜆0,𝑚,𝑛
2 +𝜆0,𝑚,𝑛+𝜀𝑓𝑚,𝑛

𝜀𝜅𝑧𝜆0,𝑚,𝑛
2 +𝜆0,𝑚,𝑛−𝜀𝑓𝑚,𝑛

= exp(2𝜆0,𝑚,𝑛).          (32) 

Notice that Eqs. (19), (20), and (31) have infinite positive roots owing to the trigonometric function tan( ) 

while Eq. (32) has only one positive root. The method to find 𝛼𝑚, 𝛽𝑛, 𝜆𝑗,𝑚,𝑛 and 𝜆0,𝑚,𝑛 is introduced 

in Sect. 2.3. One can refer to Appendix A for the derivation of Eq. (30). 

 

Appendix A: Derivation of Eq. (30) 

Let us start with function 𝐺(𝑝) from Eq. (28) that 

𝐺(𝑝) =
cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh 𝜆+𝜅𝑧𝜆sinh𝜆)
            (A1) 

with 

𝜆 = √(𝑝 + 𝑓𝑚,𝑛)/𝜅𝑧             (A2) 

where 𝑓𝑚,𝑛 = 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2. Equation (A1) is a single-value function to p in the complex plane because 

satisfying 𝐺(𝑝+) = 𝐺(𝑝−) where 𝑝+ and 𝑝− are the polar coordinates defined, respectively, as 

𝑝+ = 𝑟𝑎exp(𝑖𝜃) − 𝑓𝑚,𝑛             (A3) 

and 

𝑝− = 𝑟𝑎exp[𝑖(𝜃 − 2𝜋)] − 𝑓𝑚,𝑛           (A4) 

where ra represents a radial distance from the origin at p = 𝑓𝑚,𝑛, 𝑖 = √−1 is the imaginary unit, and 𝜃 

is an argument between 0 and 2𝜋. Substitute 𝑝 = 𝑝+ in Eq. (A3) into Eq. (A2), and we have 
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𝜆 = √𝑟𝑎/𝜅𝑧 exp(𝑖𝜃/2) = √𝑟𝑎/𝜅𝑧 [cos(𝜃/2) + 𝑖 sin(𝜃/2)]      (A5) 

Similarly, we can have 

𝜆 = √𝑟𝑎/𝜅𝑧 exp[𝑖(𝜃 − 2𝜋)/2] = −√𝑟𝑎/𝜅𝑧 [cos(𝜃/2) + 𝑖 sin(𝜃/2)]    (A6) 

after p in Eq. (A2) is replaced by 𝑝− in Eq. (A4). Substitution of Eqs. (A3) and (A5) into Eq. (A1) yields 

the same result as that obtained by substituting Eqs. (A4) and (A6) into Eq. (A1), indicating that Eq. (A1) 

is a single-value function without branch cut and its inverse Laplace transform equals the sum of residues 

for poles in the complex plane. 

The residue for a simple pole can be formulated as 

𝑅𝑒𝑠 = lim
𝑝→𝜑

𝐺(𝑝) exp(𝑝𝑡̅) (𝑝 − 𝜑)           (A7) 

where 𝜑 is the location of the pole of 𝐺(𝑝) in Eq. (A1). The function 𝐺(𝑝) has infinite simple poles 

at the negative part of the real axis in the complex plane. The locations of these poles are the roots of 

equation that 

𝑝(𝑝𝜀𝜅𝑧 cosh 𝜆 + 𝜅𝑧𝜆 sinh 𝜆) = 0           (A8) 

which is obtained by letting the denominator in Eq. (A1) to be zero. Obviously, one pole is at p = 0, and 

its residue based on Eqs. (A1) and (A7) with 𝜆𝑚,𝑛 = √𝑓𝑚,𝑛/𝜅𝑧 can be expressed as  

𝜙𝑚,𝑛 = cosh[(1 + 𝑧̅)𝜆𝑚,𝑛] /(𝜅𝑧𝜆𝑚,𝑛 sinh 𝜆𝑚,𝑛)        (A9) 

The locations of other poles of 𝐺(𝑝) are the roots of the equation that 

𝑝𝜀𝜅𝑧 cosh 𝜆 + 𝜅𝑧𝜆 sinh 𝜆 = 0           (A10) 

which is the expression in the parentheses in Eq. (A8). One pole is between p = 0 and p = 𝑓𝑚,𝑛. Let 𝜆 =

𝜆0,𝑚,𝑛 , and Eq. (A2) becomes 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2 . Substituting 𝜆 = 𝜆0,𝑚,𝑛 , 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛

2 , 

cosh 𝜆0,𝑚,𝑛 = [exp 𝜆0,𝑚,𝑛 + exp(−𝜆0,𝑚,𝑛)]/2  and sinh 𝜆0,𝑚,𝑛 = [exp 𝜆0,𝑚,𝑛 − exp(−𝜆0,𝑚,𝑛)]/2  into 

Eq. (A9) and rearranging the result lead to Eq. (32). The pole is at 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2  with a 

numerical value of 𝜆0,𝑚,𝑛. With Eq. (A1), Eq. (A7) equals  

𝑅𝑒𝑠 = lim
𝑝→𝜑

cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh 𝜆+𝜅𝑧𝜆sinh𝜆)
exp(𝑝𝑡̅) (𝑝 − 𝜑)       (A11) 

Apply L’Hospital’s Rule to Eq. (A11), and then we have 

𝑅𝑒𝑠 = lim
𝑝→𝜑

−2𝜆cosh[(1+�̅�)𝜆]

𝑝[(1+2𝜀𝜅𝑧)𝜆 cosh 𝜆+(1−𝜀𝑝)sinh𝜆]
exp(𝑝𝑡̅)        (A12) 

The residue for the pole at 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2  can be defined as 

𝜙0,𝑚,𝑛 =
−2𝜆0,𝑚,𝑛cosh[(1+�̅�)𝜆0,𝑚,𝑛]exp(−𝛾0,𝑚,𝑛�̅�)

𝛾0,𝑚,𝑛[(1+2𝜀𝜅𝑧)𝜆0,𝑚,𝑛 cosh 𝜆0,𝑚,𝑛+(1−𝜀𝛾0,𝑚,𝑛) sinh 𝜆0,𝑚,𝑛]
       (A13) 
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which is obtained by Eq. (A12) with 𝜆 = 𝜆0,𝑚,𝑛 and 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2 = 𝛾0,𝑚,𝑛. On the other hand, 

infinite poles behind p = 𝑓𝑚,𝑛 are at 𝑝 = 𝛾𝑗,𝑚,𝑛 where j  1, 2, 3, … . Let 𝜆 = √−1𝜆𝑗,𝑚,𝑛, and Eq. 

(A2) yields 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 . Substituting 𝜆 = √−1𝜆𝑗,𝑚,𝑛 , 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛

2 , 

cosh(√−1𝜆𝑗,𝑚,𝑛) = cos 𝜆𝑗,𝑚,𝑛 , and sinh(√−1𝜆𝑗,𝑚,𝑛) = √−1 sin𝜆𝑗,𝑚,𝑛  into Eq. (A9) and rearranging 

the result gives rise to Eq. (31). These poles are at 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2  with numerical values of 𝜆𝑗,𝑚,𝑛. 

On the basis of Eq. (A12) with 𝜆 = √−1𝜆𝑗,𝑚,𝑛 and 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 = 𝛾𝑗,𝑚,𝑛, the residues for these 

poles at 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2  can be expressed as  

𝜙𝑗,𝑚,𝑛 =
−2𝜆𝑗,𝑚,𝑛cos[(1+�̅�)𝜆𝑗,𝑚,𝑛]exp(−𝛾𝑗,𝑚,𝑛�̅�)

𝛾𝑗,𝑚,𝑛[(1+2𝜀𝜅𝑧)𝜆𝑗,𝑚,𝑛 cos 𝜆𝑗,𝑚,𝑛+(1−𝜀𝛾𝑗,𝑚,𝑛) sin 𝜆𝑗,𝑚,𝑛]
       (A14) 

As a result, the inverse Laplace transform for Eq. (A1) is the sum of Eqs. (A9) and (A13) and a simple 

series expended in the RHS function in Eq. (A14) (i.e., 𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞
𝑗=1 ). Finally, Eq. (30) 

can be derived after taking the inverse double-integral transform for the result using the formula that 

(Latinopoulos, 1985, Eq. (14)) 

ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅) = 𝜉 ∑ ∑ (𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞
𝑗=1 )𝐹𝑚𝐹𝑛𝑈𝑚𝑈𝑛

∞
𝑛=1

∞
𝑚=1    (A15) 

where 𝜉 and 𝑈𝑚𝑈𝑛 result from 𝜉𝑈𝑚𝑈𝑛 in Eq. (28). 
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Responses to 1st Comment of Referee #2 

1 General comments 

The authors have treated a difficult and complicated hydrological problem. The solution methods are of a 

standard mathematical nature, but by no means trivial. Their final solution becomes a triple sum where 

zeros of transcedental equations have to be calculated. Moreover, the factors for the horizontal 

contributions Fx(m, �̅�) and Fy(n, �̅�) are independent, but the term (m, n, 𝑧̅, 𝑡̅) depends on m and 

n by means of the variable f = 𝑚
2 + 𝑧𝑚

2
. This analytical solution belongs to Class 2 according the 

classification in Veling and Maas (2009). 

    The style of the paper is straightforward and the derivation in the Appendix is intelligible.  

In their sensitivity analysis the authors give useful dimensionless expressions with criteria when to 

use which approximation for given circumstances and when an approximation is not appropriate. Their 

sensitivity analysis could be extended even further by treating the boundary conditions in a different way. 

    The authors do not give much information about the numerical evaluation of the found analytical 

expression other than some details how the zeros of the transcedental equations have been found. A 

validation of solution has not been supplied other than comparisons with other published solutions of 

simpler problems. It is possible to make choices for the parameters such that this solution should be equal 

to earlier published ones (e.g. the recharge area is the whole aquifer). In that way an independent, partial 

check of this solution could be possible. 

    Can the authors give information about the performance of their code (calculation times, convergence 

properties of the triple sums) and about the availability? 

    The general impression is a good piece of technical work based on well-established equations and 

boundary conditions for such cases. This solution based on the inclusion of equation (8) (time dependent 

first order free surface equation) for the chosen finite aquifer with a finite recharge domain seems to be 

new. 

Response: Thanks for the comment. It is indeed an interesting work to reduce the present solution to earlier 

published ones or to show their equivalency/equality. To the best of our knowledge, there have been four 

existing analytical solutions dealing with similar topics to this note (Zlotnik and Ledder, 1993; Ramana et 

al., 1995; Manglik et al., 1997; Manglik and Rai, 1998). Unfortunately, our solution cannot reduce to the 

Zlotnik and Ledder (1993) solution because their solution is based on aquifers of infinite extent in the 

horizontal direction while ours considers aquifers of finite extent. Neither, the present solution cannot 
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reduce to any of the other three solutions due to different mathematical representations of regional 

recharge. Those solutions regard recharge as a source term in two-dimensional flow equation and are thus 

independent of elevation z. On the other hand, our solution considers regional recharge as a boundary 

condition specified on the top of the aquifer (Please refer to Yeh and Yeh (2007) for discussing the 

differences in point-source and boundary-source solutions), triggering the vertical flow below the recharge 

area and making the flow field three dimensional. Nevertheless, the present solution and those four 

solutions can give the same hydraulic head prediction at observation points under certain conditions 

discussed in sections 3.1  3.4 in the previous manuscript. 

We add following text in the revised manuscript to address convergence of the series in the present 

solution:  

“The first term on the right-hand side (RHS) of Eq. (30) is a double series expanded by 𝛼𝑚 and 𝛽𝑛. The 

series converges within a few terms because the power of 𝛼𝑚 (or 𝛽𝑛) in the denominator of 𝜙𝑚,𝑛 in Eq. 

(30a) is two more than that in the nominator. The second term on the RHS of Eq. (30) is a double series 

expanded by 𝛼𝑚 and 𝛽𝑛, and the third term is a triple series expanded by 𝛼𝑚, 𝛽𝑛, and 𝜆𝑗,𝑚,𝑛. They 

converge very fast due to exponential functions in Eqs. (30b) and (30c). Consider (m, n)  (1, 2, …, N = 

30) and j  (1, 2, …, Nj = 15) for the default values of dimensionless parameters and variables in Table 2 

for calculation. The number of terms in one or the other double series is 30  30 = 900 and in the triple 

series is 30  30  15 = 13500. The total number is therefore 900  2 + 13500 = 15300. We apply 

Mathematica FindRoot routine to obtain the values of 𝛼𝑚, 𝛽𝑛, and 𝜆𝑗,𝑚,𝑛 and Sum routine to compute 

the double and triple series. It takes about 8 seconds to finish calculation for 𝑡̅ = 105 by a personal 

computer with Intel Core i5-4590 3.30 GHz processor and 8 GB RAM. In addition, the series is considered 

to converge when the absolute value of the last term in the double series of 𝜙𝑚,𝑛 is smaller than 10-20 

(i.e., 10-50  10-20 in this case). That value in the other double or triple series may be even smaller than 10-

50 due to exponential decay.” (lines 256 − 270 of the revised manuscript) 

At the end of Acknowledgements, we add the sentence “The computer software used to generate the 

results in Figures 26 is available upon request.” 

 

2 Some specific remarks 

Page 12249, l. 9: No mention is made of the work of Bruggeman (1999, 360 BIII-6, from p. 321) for 

comparable solutions in a finite strip. 

Response: Thanks, we insert the following sentence in the revised manuscript: 
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“Bruggeman (1999) introduced an analytical solution for steady-state flow induced by localized recharge 

into a vertical strip aquifer between two Robin boundaries.” (lines 79 − 80 of the revised manuscript) 

 

Page 12252, l. 24: The introduction of the distance d is unclear in the case that the location of the 

observation well has coordinates (xw, yw) with xw > x1 + a, yw > y1 + b or xw > x1 + a, yw < y1 or xw < x1, yw 

> y1 + b or xw < x1, yw < y1. What should be the distance in such cases: 

d = min(|𝑥𝑤 − 𝑥 − 𝑎|, |𝑦𝑤 − 𝑦1 − 𝑏|, |𝑥𝑤 − 𝑥1|, |𝑦𝑤 − 𝑦1|) 

or 

d = min

(

 
√(𝑥𝑤 − (𝑥1 + 𝑎))

2
+ (𝑦𝑤 − (𝑦1 + 𝑏))

2
, √(𝑥𝑤 − (𝑥1 + 𝑎))

2
+ (𝑦𝑤 − 𝑦1)2,

√(𝑥𝑤 − 𝑥1)2 + (𝑦𝑤 − (𝑦1 + 𝑏))2, √(𝑥𝑤 − 𝑥1)2 + (𝑦𝑤 − 𝑦1)2

)

 ? 

Response: Thanks for the comment. Following sentence is added to give an explicit definition of d in the 

revised manuscript:  

“The shortest distance between the edge of the region and an observation point at (𝑥, 𝑦) is defined as 

𝑑 = min(√(𝑥 − 𝑥𝑒)2 + (𝑦 − 𝑦𝑒)2) where (𝑥𝑒 , 𝑦𝑒) is a coordinate on the edge.” (lines 144 − 146 of the 

revised manuscript) 

 

Page 12254, l. 4: The symbol l for the recharge rate has been introduced earlier for the width in the x-

direction of the rectangular aquifer. 

Response: Thanks, this is a typo by the typesetter of this journal. We will correct it. 

 

Page 12254: l. 12: Remark the way of scaling: with d in the horizontal plane and with B in the vertical 

plane. 

Response: We inserted the following sentence after the dimensionless definitions in equation (9): 

“Notice that the variables in the horizontal and vertical directions are divided by d and B, respectively.” 

(lines 188 − 189 of the revised manuscript) 

 

Page 12257, l. 1: It should be better to label f as fm, n to make clear the dependency on m and n. In fact, 

also j should be better j, m, n. In the current presentation the solution looks simpler that it is really! 

Response: Thanks, they have been changed as suggested. Please refer to the new expression of the present 

solution at the end of this reply. 
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Page 12258, l. 20: More explanation is needed for formula (23); specify a reference here for the use of 

Duhamel’s Principle. Very likely, in the denominator  should be t(0). 

Response: We added the reference “Singh (2005)”. It is 1/ rather than 1/t(0) so that coefficient  in 

equation (30) at the end of this reply can be eliminated. 

 

Page 12258, after Section 3.2: Some information could be given about the way the authors have treated 

the triple sum numerically. Did they use convergence accelerators? 

Response: No, we did not use accelerators because the present solution converges very fast (i.e., only a 

few terms are needed to achieve good accuracy). Please refer to the first response for the discussion on 

series convergence. 

 

Page 12261, l. 5: The mention of "Fig. 2" does not seem to be correct. 

Response: Thanks for the comment. It has been deleted. 

 

Page 12264, l. 18: The sensitivity analysis w.r.t. a: have the authors taken in consideration that by changing 

a also the scaling variable d changes too by the chosen location of the observation points/wells A and B? 

Response: Variable d equals a fixed value of 5 m for the case of observation point A and 250 m for the 

case of observation point B in Figure 6 in the manuscript. 

 

3 Some minor remarks 

Page 12248, l. 24: Change "the" into "a". 

Response: As suggested. 

 

Page 12257, l. 1, formula (18o): It is more natural to introduce variables before and not after the 

introduction of the formulas where they are used explicitly. The same applies to formulas (18k) and (18m). 

As exhibited here in this paper the distance between use and definition is rather great. 

Response: Thanks for the comment. The order of these equations are rearranged. The associated text is 

given at the end of this reply. 

 

Page 12257, l. 11: Change "first and second" into " second and third". 
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Page 12257, l. 12: Change "third" into "first". 

Response: The associated text is revised according to new arrangement of equations. 

 

Page 12260, l. 7: Very likely, the authors mean 10-3Pc in stead of 10-3Pc. 

Page 12264, l. 10: Change "squire" into "square". 

Page 12271:, l. 3: Change "cauchy" into "Cauchy". 

Responses: We thank reviewer’s eyes in detail. They have been revised as suggested. 
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Text abstracted from lines 203 − 256 and lines 473 − 531 of the revised manuscript 

The mathematical model, Eqs. (10)  (17b), can be solved by the methods of Laplace transform and 

double-integral transform. The former transform converts ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅) into ℎ̃(�̅�, �̅�, 𝑧̅, 𝑝), ∂ℎ̅/ ∂𝑡̅ into 

𝑝ℎ̃ − ℎ̅|�̅�=0, and 𝜉�̅�𝑥�̅�𝑦 into 𝜉�̅�𝑥�̅�𝑦/𝑝 where p is the Laplace parameter and ℎ̅|�̅�=0 equals zero in Eq. 

(11). After taking the transform, the model become a boundary value problem expressed as 

𝜕2ℎ̃

𝜕�̅�2
+ 𝜅𝑦

𝜕2ℎ̃

𝜕�̅�2
+ 𝜅𝑧

𝜕2ℎ̃

𝜕�̅�2
= 𝑝ℎ̃   (18) 

with boundary conditions 𝜕ℎ̃/𝜕�̅� − 𝜅1ℎ̃ = 0 at �̅� = 0, 𝜕ℎ̃/𝜕�̅� + 𝜅2ℎ̃ = 0 at �̅� = 𝑙,̅ ℎ̃/𝜕�̅� − 𝜅3ℎ̃ = 0 

at �̅� = 0, ℎ̃/𝜕�̅� + 𝜅4ℎ̃ = 0 at �̅� = �̅�, 𝜕ℎ̃/𝜕𝑧̅ = 0 at 𝑧̅ = −1, and 𝜕ℎ̃/𝜕𝑧̅ + 𝜀𝑝ℎ̃/𝜅𝑧 = 𝜉�̅�𝑥�̅�𝑦/𝑝 at 

𝑧̅ = 0. We then apply the properties of the double-integral transform to the problem. One can refer to the 

definition in Latinopoulos (1985, Table I, aquifer type 1). The transform turns ℎ̃(�̅�, �̅�, 𝑧̅, 𝑝)  into 

ℎ̂(𝛼𝑚, 𝛽𝑛, 𝑧̅, 𝑝), 𝜕
2ℎ̃/𝜕�̅�2 + 𝜅𝑦(𝜕

2ℎ̃/𝜕�̅�2) into −(𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2)ℎ̂ where (m, n)  1, 2, 3, … , and 

eigenvalues 𝛼𝑚 and 𝛽𝑛 are the positive roots of the following equations that 

tan(𝑙�̅�𝑚) =
𝛼𝑚(𝜅1+𝜅2)

𝛼𝑚
2 −𝜅1𝜅2

             (19) 

and 

tan(�̅�𝛽𝑛) =
𝛽𝑛(𝜅3+𝜅4)

𝛽𝑛
2−𝜅3𝜅4

.             (20) 

In addition, �̅�𝑥�̅�𝑦 defined in Eqs. (17a) and (17b) is transformed into 𝑈𝑚𝑈𝑛 given by 

𝑈𝑚 =
√2𝑉𝑚

√𝜅1+(𝛼𝑚
2 +𝜅1

2)[𝑙+̅𝜅2/(𝛼𝑚
2 +𝜅2

2)]

           (21) 

𝑈𝑛 =
√2𝑉𝑛

√𝜅3+(𝛽𝑛
2+𝜅3

2)[�̅�+𝜅4/(𝛽𝑛
2+𝜅4

2)]

           (22) 

with 

𝑉𝑚 = {𝜅1[cos(𝛼𝑚�̅�1) − cos(𝛼𝑚𝜒)] − 𝛼𝑚[sin(𝛼𝑚�̅�1) − sin(𝛼𝑚𝜒)]}/𝛼𝑚   (23) 

𝑉𝑛 = {𝜅3[cos(𝛽𝑛�̅�1) − cos(𝛽𝑛𝜓)] − 𝛽𝑛[sin(𝛽𝑛�̅�1) − sin(𝛽𝑛𝜓)]}/𝛽𝑛    (24) 

where 𝜒 = �̅�1 + �̅� and 𝜓 = �̅�1 + �̅�. 

Equation (18) then reduces to an ordinary differential equation as 

𝜅𝑧
𝜕2ℎ̂

𝜕�̅�2
− (𝑝 + 𝛼𝑚

2 + 𝜅𝑦𝛽𝑛
2)ℎ̂ = 0           (25) 

Two boundary conditions are expressed, respectively, as 

𝜕ℎ̂/𝜕𝑧̅ = 0at𝑧̅ = −1            (26) 
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and 

𝜕ℎ̂

𝜕�̅�
+
𝜀𝑝

𝜅𝑧
ℎ̂ =

𝜉

𝑝
𝑈𝑚𝑈𝑛at𝑧̅ = 0.           (27) 

Solving Eq. (25) with Eqs. (26) and (27) results in 

ℎ̂(𝛼𝑚, 𝛽𝑛, 𝑧̅, 𝑝) =
𝜉𝑈𝑚𝑈𝑛cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh𝜆+𝜅𝑧𝜆 sinh𝜆)
          (28) 

where  

𝜆 = √(𝑝 + 𝛼𝑚2 + 𝜅𝑦𝛽𝑛2)/𝜅𝑧.            (29) 

Inverting Eq. (28) to the space and time domains gives rise to the analytical solution that 

ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅) = 𝜉 ∑ ∑ (𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞
𝑗=1 )𝐹𝑚𝐹𝑛𝑈𝑚𝑈𝑛

∞
𝑛=1

∞
𝑚=1    (30) 

with 

𝜙𝑚,𝑛 =
cosh[(1+�̅�)𝜆𝑚,𝑛]

𝜅𝑧𝜆𝑚,𝑛 sinh𝜆𝑚,𝑛
             (30a) 

𝜙0,𝑚,𝑛 = −2𝜆0,𝑚,𝑛cosh[(1 + 𝑧̅)𝜆0,𝑚,𝑛]exp(−𝛾0,𝑚,𝑛𝑡)̅/𝜂0,𝑚,𝑛     (30b) 

𝜙𝑗,𝑚,𝑛 = −2𝜆𝑗,𝑚,𝑛cos[(1 + 𝑧̅)𝜆𝑗,𝑚,𝑛]exp(−𝛾𝑗,𝑚,𝑛𝑡)̅/𝜂𝑗,𝑚,𝑛      (30c) 

𝜂0,𝑚,𝑛 = 𝛾0,𝑚,𝑛[(1 + 2𝜀𝜅𝑧)𝜆0,𝑚,𝑛 cosh 𝜆0,𝑚,𝑛 + (1 − 𝜀𝛾0,𝑚,𝑛) sinh 𝜆0,𝑚,𝑛]   (30d) 

𝜂𝑗,𝑚,𝑛 = 𝛾𝑗,𝑚,𝑛[(1 + 2𝜀𝜅𝑧)𝜆𝑗,𝑚,𝑛 cos 𝜆𝑗,𝑚,𝑛 + (1 − 𝜀𝛾𝑗,𝑚,𝑛) sin 𝜆𝑗,𝑚,𝑛]    (30e) 

𝜆𝑚,𝑛 = √𝑓𝑚,𝑛/𝜅𝑧; 𝛾0,𝑚,𝑛 = 𝑓𝑚,𝑛 − 𝜅𝑧𝜆0,𝑚,𝑛
2 ; 𝛾𝑗,𝑚,𝑛 = 𝑓𝑚,𝑛 + 𝜅𝑧𝜆𝑗,𝑚,𝑛

2    (30f) 

𝑓𝑚,𝑛 = 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2              (30g) 

𝐹𝑚 =
√2[𝛼𝑚 cos(𝛼𝑚�̅�)+𝜅1 sin(𝛼𝑚�̅�)]

√𝜅1+(𝛼𝑚
2 +𝜅1

2)[𝑙+̅𝜅2/(𝛼𝑚
2 +𝜅2

2)]

           (30h) 

𝐹𝑛 =
√2[𝛽𝑛 cos(𝛽𝑛�̅�)+𝜅3 sin(𝛽𝑛�̅�)]

√𝜅3+(𝛽𝑛
2+𝜅3

2)[�̅�+𝜅4/(𝛽𝑛
2+𝜅4

2)]

           (30i) 

where j  1, 2, 3, …  and eigenvalues 𝜆0,𝑚,𝑛 and 𝜆𝑗,𝑚,𝑛 are determined, respectively, by the following 

equations that 

tan 𝜆𝑗,𝑚,𝑛 = −𝜀(𝑓𝑚,𝑛 + 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 )/𝜆𝑗,𝑚,𝑛         (31) 

and 

−𝜀𝜅𝑧𝜆0,𝑚,𝑛
2 +𝜆0,𝑚,𝑛+𝜀𝑓𝑚,𝑛

𝜀𝜅𝑧𝜆0,𝑚,𝑛
2 +𝜆0,𝑚,𝑛−𝜀𝑓𝑚,𝑛

= exp(2𝜆0,𝑚,𝑛).          (32) 

Notice that Eqs. (19), (20), and (31) have infinite positive roots owing to the trigonometric function tan( ) 

while Eq. (32) has only one positive root. The method to find 𝛼𝑚, 𝛽𝑛, 𝜆𝑗,𝑚,𝑛 and 𝜆0,𝑚,𝑛 is introduced 

in Sect. 2.3. One can refer to Appendix A for the derivation of Eq. (30). 
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Appendix A: Derivation of Eq. (30) 

Let us start with function 𝐺(𝑝) from Eq. (28) that 

𝐺(𝑝) =
cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh𝜆+𝜅𝑧𝜆sinh𝜆)
           (A1) 

with 

𝜆 = √(𝑝 + 𝑓𝑚,𝑛)/𝜅𝑧             (A2) 

where 𝑓𝑚,𝑛 = 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2. Equation (A1) is a single-value function to p in the complex plane because 

satisfying 𝐺(𝑝+) = 𝐺(𝑝−) where 𝑝+ and 𝑝− are the polar coordinates defined, respectively, as 

𝑝+ = 𝑟𝑎exp(𝑖𝜃) − 𝑓𝑚,𝑛             (A3) 

and 

𝑝− = 𝑟𝑎exp[𝑖(𝜃 − 2𝜋)] − 𝑓𝑚,𝑛           (A4) 

where ra represents a radial distance from the origin at p = 𝑓𝑚,𝑛, 𝑖 = √−1 is the imaginary unit, and 𝜃 

is an argument between 0 and 2𝜋. Substitute 𝑝 = 𝑝+ in Eq. (A3) into Eq. (A2), and we have 

𝜆 = √𝑟𝑎/𝜅𝑧 exp(𝑖𝜃/2) = √𝑟𝑎/𝜅𝑧 [cos(𝜃/2) + 𝑖sin(𝜃/2)]      (A5) 

Similarly, we can have 

𝜆 = √𝑟𝑎/𝜅𝑧 exp[𝑖(𝜃 − 2𝜋)/2] = −√𝑟𝑎/𝜅𝑧 [cos(𝜃/2) + 𝑖sin(𝜃/2)]    (A6) 

after p in Eq. (A2) is replaced by 𝑝− in Eq. (A4). Substitution of Eqs. (A3) and (A5) into Eq. (A1) yields 

the same result as that obtained by substituting Eqs. (A4) and (A6) into Eq. (A1), indicating that Eq. (A1) 

is a single-value function without branch cut and its inverse Laplace transform equals the sum of residues 

for poles in the complex plane. 

The residue for a simple pole can be formulated as 

𝑅𝑒𝑠 = lim
𝑝→𝜑

𝐺(𝑝) exp(𝑝𝑡̅) (𝑝 − 𝜑)           (A7) 

where 𝜑 is the location of the pole of 𝐺(𝑝) in Eq. (A1). The function 𝐺(𝑝) has infinite simple poles 

at the negative part of the real axis in the complex plane. The locations of these poles are the roots of 

equation that 

𝑝(𝑝𝜀𝜅𝑧 cosh 𝜆 + 𝜅𝑧𝜆 sinh 𝜆) = 0           (A8) 

which is obtained by letting the denominator in Eq. (A1) to be zero. Obviously, one pole is at p = 0, and 

its residue based on Eqs. (A1) and (A7) with 𝜆𝑚,𝑛 = √𝑓𝑚,𝑛/𝜅𝑧 can be expressed as  

𝜙𝑚,𝑛 = cosh[(1 + 𝑧̅)𝜆𝑚,𝑛] /(𝜅𝑧𝜆𝑚,𝑛 sinh 𝜆𝑚,𝑛)        (A9) 
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The locations of other poles of 𝐺(𝑝) are the roots of the equation that 

𝑝𝜀𝜅𝑧 cosh 𝜆 + 𝜅𝑧𝜆 sinh 𝜆 = 0           (A10) 

which is the expression in the parentheses in Eq. (A8). One pole is between p = 0 and p = 𝑓𝑚,𝑛. Let 𝜆 =

𝜆0,𝑚,𝑛 , and Eq. (A2) becomes𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2 . Substituting 𝜆 = 𝜆0,𝑚,𝑛 , 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛

2 , 

cosh 𝜆0,𝑚,𝑛 = [exp 𝜆0,𝑚,𝑛 + exp(−𝜆0,𝑚,𝑛)]/2  and sinh 𝜆0,𝑚,𝑛 = [exp 𝜆0,𝑚,𝑛 − exp(−𝜆0,𝑚,𝑛)]/2  into 

Eq. (A9) and rearranging the result lead to Eq. (32). The pole is at 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2  with a 

numerical value of 𝜆0,𝑚,𝑛. With Eq. (A1), Eq. (A7) equals  

𝑅𝑒𝑠 = lim
𝑝→𝜑

cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh𝜆+𝜅𝑧𝜆sinh𝜆)
exp(𝑝𝑡̅) (𝑝 − 𝜑)       (A11) 

Apply L’Hospital’s Rule to Eq. (A11), and then we have 

𝑅𝑒𝑠 = lim
𝑝→𝜑

−2𝜆cosh[(1+�̅�)𝜆]

𝑝[(1+2𝜀𝜅𝑧)𝜆 cosh𝜆+(1−𝜀𝑝)sinh𝜆]
exp(𝑝𝑡̅)        (A12) 

The residue for the pole at 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2  can be defined as 

𝜙0,𝑚,𝑛 =
−2𝜆0,𝑚,𝑛cosh[(1+�̅�)𝜆0,𝑚,𝑛]exp(−𝛾0,𝑚,𝑛�̅�)

𝛾0,𝑚,𝑛[(1+2𝜀𝜅𝑧)𝜆0,𝑚,𝑛 cosh𝜆0,𝑚,𝑛+(1−𝜀𝛾0,𝑚,𝑛) sinh𝜆0,𝑚,𝑛]
       (A13) 

which is obtained by Eq. (A12) with 𝜆 = 𝜆0,𝑚,𝑛 and 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2 = 𝛾0,𝑚,𝑛. On the other hand, 

infinite poles behind p = 𝑓𝑚,𝑛 are at 𝑝 = 𝛾𝑗,𝑚,𝑛 where j  1, 2, 3, … . Let 𝜆 = √−1𝜆𝑗,𝑚,𝑛, and Eq. 

(A2) yields 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 . Substituting 𝜆 = √−1𝜆𝑗,𝑚,𝑛 , 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛

2 , 

cosh(√−1𝜆𝑗,𝑚,𝑛) = cos𝜆𝑗,𝑚,𝑛 , and sinh(√−1𝜆𝑗,𝑚,𝑛) = √−1sin𝜆𝑗,𝑚,𝑛  into Eq. (A9) and rearranging 

the result gives rise to Eq. (31). These poles are at 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2  with numerical values of 𝜆𝑗,𝑚,𝑛. 

On the basis of Eq. (A12) with 𝜆 = √−1𝜆𝑗,𝑚,𝑛 and 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 = 𝛾𝑗,𝑚,𝑛, the residues for these 

poles at 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2  can be expressed as  

𝜙𝑗,𝑚,𝑛 =
−2𝜆𝑗,𝑚,𝑛cos[(1+�̅�)𝜆𝑗,𝑚,𝑛]exp(−𝛾𝑗,𝑚,𝑛�̅�)

𝛾𝑗,𝑚,𝑛[(1+2𝜀𝜅𝑧)𝜆𝑗,𝑚,𝑛 cos𝜆𝑗,𝑚,𝑛+(1−𝜀𝛾𝑗,𝑚,𝑛) sin𝜆𝑗,𝑚,𝑛]
       (A14) 

As a result, the inverse Laplace transform for Eq. (A1) is the sum of Eqs. (A9) and (A13) and a simple 

series expended in the RHS function in Eq. (A14) (i.e., 𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞
𝑗=1 ). Finally, Eq. (30) 

can be derived after taking the inverse double-integral transform for the result using the formula that 

(Latinopoulos, 1985, Eq. (14)) 

ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅) = 𝜉 ∑ ∑ (𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞
𝑗=1 )𝐹𝑚𝐹𝑛𝑈𝑚𝑈𝑛

∞
𝑛=1

∞
𝑚=1    (A15) 

where 𝜉 and 𝑈𝑚𝑈𝑛 result from 𝜉𝑈𝑚𝑈𝑛 in Eq. (28). 
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1 General comments  

The authors responded carefully to my earlier remarks.  

One point remains. The reference they included w.r.t. formula (23) in the original manuscript (p. 

12258) about the solution for time-varying recharge rate does not learn us more that just the same 

formula. It is advised to include a reference for the Duhamel Principle in a well-known book, e.g. 

Bear (1972, p. 300) or Bear (1979, formula (5-150)) (both without proof; from the presentation in 

these references the formula (23) can easily be derived by the method of Integration by Parts) or a 

reference with a mathematical proof (e.g. Sneddon (1986, p. 279-281) or Bartels and Churchill 

(1942)). The last reference uses the Laplace Transform technique.  

Response: Thanks for the suggestion. The related sentence is rewritten as: 

“The present solution, Eq. (30), is applicable to arbitrary time-depending recharge rates on the basis 

of Duhamel’s theorem expressed as (e.g., Bear, 1979, p. 158) 

ℎ̅𝐼𝑡 = ℎ̅𝐼0 + ∫
𝜕𝜉𝑡(𝜏)

𝜕𝜏
ℎ̅(𝑡̅ − 𝜏)/𝜉 𝑑𝜏

�̅�

0
       (33)” 

(lines 297 − 299 of the revised manuscript) 
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Abstract 17 

 Most previous solutions for groundwater flow induced by localized recharge assumed 18 

either aquifer incompressibility or two-dimensional flow in the absence of the vertical flow. 19 

This paper develops a new three-dimensional flow model for hydraulic head variation due to 20 

localized recharge in a rectangular unconfined aquifer with four boundaries under the Robin 21 

condition. A governing equation describing spatiotemporal head distributions is employed. The 22 

first-order free surface equation with a source term defining a constant recharge rate over a 23 

rectangular area is used to depict water table movement. The solution of the model for the head 24 

is developed by the methods of Laplace transform and double integral transform. Based on 25 

Duhamel’s theorem, the present solution is applicable to flow problems accounting for arbitrary 26 

time-depending recharge rates. The solution of depth-average head can then be obtained by 27 

integrating the head solution to elevation and dividing the result by the aquifer thickness. The 28 

use of rectangular aquifer domain has two merits. One is that the integration for estimating the 29 

depth-average head can be analytically achieved. The other is that existing solutions based on 30 

aquifers of infinite extent can be considered as special cases of the present solution before the 31 

time having the aquifer boundary effect on head predictions. With the help of the present 32 

solution, the assumption of neglecting the vertical flow effect on the temporal head distribution 33 

at an observation point outside a recharge region can be assessed by a dimensionless parameter 34 

related to the aquifer horizontal and vertical hydraulic conductivities, initial aquifer thickness, 35 

and a shortest distance between the observation point and the edge of the recharge region. The 36 

validity of assuming aquifer incompressibility is dominated by the ratio of the aquifer specific 37 

yield to its storage coefficient. In addition, a sensitivity analysis is performed to investigate the 38 

head response to the change in each of the aquifer parameters.  39 

Keywords: analytical solution, free surface equation, sensitivity analysis, localized recharge, 40 

unconfined aquifers. 41 
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1 Introduction 42 

 Water table rises due to localized recharge such as rainfall, lakes, and agricultural 43 

irrigation into the regional area of the aquifer. Excess recharge may cause soil liquefaction or 44 

wet basements of buildings. Groundwater flow behavior induced by recharge is therefore 45 

crucial in water resource management. The Boussinesq equation has been extendedly used to 46 

describe horizontal flow without the vertical component in unconfined aquifers (e.g., Ireson 47 

and Butler, 2013; van der Spek et al., 2013; Yeh and Chang, 2013; Chor and Dias, 2015; Hsieh 48 

et al., 2015; Liang and Zhang, 2015; Liang et al., 2015). The equation can be linearized by 49 

assuming uniform saturated aquifer thickness for developing its analytical solution. Marino 50 

(1967) presented quantitative criteria for the validity of the linearized Boussinesq equation. 51 

The criteria are introduced in the next section. 52 

The rate of localized recharge can be a constant for a long term but should be dependent 53 

of time for a short term (Rai et al., 2006). An exponentially decaying function of time is usually 54 

used for recharge intensity decreasing from a certain rate to an ultimate one. An arbitrary time-55 

depending recharge rate is commonly approximated as the combination of several linear 56 

segments of time to develop analytical solutions for water table rise subject to the recharge. 57 

 Analytical models accounting for water table rise due to recharge region of an infinite-58 

length strip are reviewed. One-dimensional (1D) flow perpendicular to the strip is considered 59 

while the flow along the strip is assumed ignorable. These models deal with aquifers of infinite 60 

or finite extent with various types of outer boundary conditions. Hantush (1963) considered an 61 

aquifer of infinite extent without a lateral boundary. Rao and Sarma (1980) considered an 62 

aquifer of finite extent with two constant-head (also called Dirichlet) boundaries. Later, they 63 

developed a solution (Rao and Sarma, 1984) for a finite-extent aquifer between no-flow and 64 

constant-head boundaries. Latinopoulos (1986) deliberated on a finite-extent aquifer between 65 

two boundaries, one of which is under the Robin condition and the other is under either the 66 
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Dirichlet or no-flow condition. The recharge rate is treated as a periodical pulse consisting of 67 

constant rates for rainy seasons and zero for dry seasons. Bansal and Das (2010) studied an 68 

aquifer extending semi-infinitely from a Dirichlet boundary and overlying a sloping impervious 69 

base and indicated that the change in groundwater mound induced by strip-shaped recharge 70 

region increases with the base slope. 71 

 A variety of analytical models were presented to describe water table rise for two-72 

dimensional (2D) flow induced by rectangle-shaped recharge into unconfined aquifers. The 73 

differences between these solutions are addressed below. Hantush (1967) considered an 74 

infinite-extent aquifer with localized recharge having a constant rate. Manglik et al. (1997) 75 

handled an arbitrary time-varying rate of recharge into a rectangular aquifer bounded by no-76 

flow stratum. Manglik and Rai (1998) investigated flow behavior based on an irregularly time-77 

varying rate of recharge into a rectangular aquifer with the lateral boundary under the Dirichlet 78 

condition. Bruggeman (1999) introduced an analytical solution for steady-state flow induced 79 

by localized recharge into a vertical strip aquifer between two Robin boundaries. Chang and 80 

Yeh (2007) considered one localized recharge and multiple extraction wells in an anisotropic 81 

aquifer overlying an impervious sloping bed. They indicated that the aquifer anisotropy and 82 

bottom slope notably influence water table distributions. Bansal and Teloglou (2013) explored 83 

the problem of a groundwater mound subject to multiple localized recharges and withdrawal 84 

wells in an unconfined aquifer overlying a semi-permeable base. They indicated that 85 

groundwater mound rises as decrease in the aquifer hydraulic conductivity. 86 

 Some articles discussed water table rise near circle-shaped recharge region and thus 87 

considered radial groundwater flow which is symmetric to the center of the region. Rai et al. 88 

(1998) presented an analytical model describing water table growth subject to an exponentially 89 

decaying rate of recharge in a circle-shaped unconfined aquifer with an outer Dirichlet 90 

boundary. Illas et al. (2008) considered the same model but a leaky aquifer. They indicated that 91 
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leakage across the aquifer bottom significantly influences spatiotemporal water table 92 

distributions despite a small amount of the leakage. On the other hand, some researches 93 

considered radial flow having the vertical component near a circle-shaped recharge region of 94 

an infinite-extent unconfined aquifer. A first-order free surface equation as the top boundary 95 

condition of the aquifer is applied to describe water table rise. Zlotnik and Ledder (1992) 96 

developed analytical models for describing the distributions of hydraulic head and flow 97 

velocity due to constant-rate recharge. They found that models neglecting aquifer 98 

compressibility overestimate the magnitudes of the head and flow velocity. Ostendorf et al. 99 

(2007) derived an analytical model for head variation due to an exponentially decaying rate of 100 

recharge. Predictions of their solution agreed well with the field data obtained in the Plymouth-101 

Carver Aquifer in southeastern Massachusetts given by Hansen and Lapham (1992). 102 

 Some studies developed a three-dimensional (3D) flow model based on the Laplace 103 

equation which neglects the aquifer compressibility effect. Dagan (1967) derived an analytical 104 

solution of the velocity potential caused by regional recharge into an unconfined aquifer of 105 

infinite thickness. Zlotnik and Ledder (1993) also developed an analytical solution of the same 106 

model but considered finite thickness for the unconfined aquifer. Predictions of their solution 107 

indicate that groundwater flow are horizontal in the area beyond 150% of the length or width 108 

of a rectangular recharge region. 109 

 It would be informative to summarize the above-mentioned models in Table 1. The 110 

solutions of the models are classified according to flow dimensions into 1D, 2D, 3D, and radial 111 

flows and further categorized according to aquifer domain, aquifer boundary conditions, 112 

recharge region, and recharge rate. The table shows that those solutions assume either no 113 

vertical flow or aquifer incompressibility. In addition, the Dirichlet and no-flow conditions 114 

considered by some of those solutions are not applicable to a boundary having a semi-115 

permeable stratum, but the Robin condition is. The former two conditions are indeed special 116 
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cases of the third one. 117 

The objective of this paper is to develop a new mathematical model for depicting 118 

spatiotemporal hydraulic head distributions subject to localized recharge with an arbitrary time-119 

varying recharge rate in a rectangular-shaped unconfined aquifer. The four boundaries are 120 

considered under the Robin condition which can reduce to the Dirichlet or no-flow condition. 121 

A governing equation describing 3D transient flow subject to the effect of aquifer 122 

compressibility is used. A first-order free surface equation with a source term representing 123 

recharge rate is chosen to describe the top boundary condition. The transient head solution of 124 

the model is derived by the methods of Laplace transform, double-integral transform, and 125 

Duhamel’s theorem. The sensitivity analysis based on the present solution is performed to study 126 

the head response to the change in each of hydraulic parameters. On the basis of solution’s 127 

predictions, the effect of the Robin boundaries on time-depending head distributions at 128 

observation points is investigated. A quantitative criterion under which the Robin condition 129 

reduces to the Dirichlet or no-flow one is provided. In addition, quantitative criteria for the 130 

validity of two assumptions of aquifer incompressibility and no vertical flow are provided and 131 

errors arising from the assumptions in the hydraulic head are also discussed. Temporal head 132 

distributions accounting for transient recharge rates are demonstrated as well. 133 

 134 

2 Methodology 135 

2.1 Mathematical model 136 

A mathematical model is developed for describing spatiotemporal hydraulic head 137 

distributions induced by localized recharge in a rectangular unconfined aquifer as illustrated in 138 

Fig. 1a. The four boundaries of the aquifer are considered under the Robin condition. The 139 

aquifer has the widths of l and w in x- and y-directions, respectively. The recharge uniformly 140 

distributes over a rectangular region having widths a and b in x- and y-directions, respectively. 141 
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The lower left corner of the region is designated at (x1, y1). The shortest distances measured 142 

from the edge of the region to boundaries 1, 2, 3, and 4 are denoted as d1, d2, d3, and d4, 143 

respectively. The shortest distance between the edge of the region and an observation point at 144 

(𝑥, 𝑦) is defined as 𝑑 = min(√(𝑥 − 𝑥𝑒)2 + (𝑦 − 𝑦𝑒)2) where (𝑥𝑒 , 𝑦𝑒) is a coordinate on 145 

the edge. The initial aquifer thickness is B as shown in Fig. 1b. 146 

The governing equation describing 3D transient head distributions in a homogeneous and 147 

anisotropic aquifer is expressed as 148 

𝐾𝑥
𝜕2ℎ

𝜕𝑥2 + 𝐾𝑦
𝜕2ℎ

𝜕𝑦2 + 𝐾𝑧
𝜕2ℎ

𝜕𝑧2 = 𝑆𝑠
𝜕ℎ

𝜕𝑡
 (1) 149 

where t is time, h(x, y, z, t) represents the hydraulic head, Kx, Ky, and Kz are the hydraulic 150 

conductivities in x-, y-, and z-directions, respectively, and Ss is the specific storage. The initial 151 

static water table is chosen as the reference datum where the elevation head is set to zero. The 152 

initial condition is therefore written as 153 

ℎ = 0    at    𝑡 = 0              (2) 154 

The Robin conditions specified at the four sides of the aquifer are defined as 155 

𝜕ℎ

𝜕𝑥
−

𝐾1

𝐾𝑥𝑏1
ℎ = 0    at    𝑥 = 0            (3) 156 

𝜕ℎ

𝜕𝑥
+

𝐾2

𝐾𝑥𝑏2
ℎ = 0    at    𝑥 = 𝑙             (4) 157 

𝜕ℎ

𝜕𝑦
−

𝐾3

𝐾𝑦𝑏3
ℎ = 0    at    𝑦 = 0            (5) 158 

𝜕ℎ

𝜕𝑦
+

𝐾4

𝐾𝑦𝑏4
ℎ = 0    at    𝑦 = 𝑤            (6) 159 

where subscripts 1, 2, 3, and 4 represent the boundaries at x = 0, x = l, y = 0, and y = w, 160 

respectively, and K and b are the hydraulic conductivity and width of the medium at the aquifer 161 

boundary, respectively. Note that each of Eqs. (3)  (6) reduces to the Dirichlet condition when 162 

b (i.e., b1, b2, b3, or b4) is set to zero and the no-flow condition when K (i.e., K1, K2, K3, or K4) 163 

is set to zero. The aquifer lies on an impermeable base denoted as 164 
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𝜕ℎ/𝜕𝑧 = 0    at    𝑧 = −𝐵.            (7) 165 

The first-order free surface equation describing the response of water table to recharge over the 166 

rectangular region can be written as (Zlotnik and Ledder, 1993) 167 

𝐾𝑧
𝜕ℎ

𝜕𝑧
+ 𝑆𝑦

𝜕ℎ

𝜕𝑡
= 𝐼𝑢𝑥𝑢𝑦    at    𝑧 = 0          (8) 168 

𝑢𝑥 = 𝑢(𝑥 − 𝑥1) − 𝑢(𝑥 − 𝑥1 − 𝑎)           (8a) 169 

𝑢𝑦 = 𝑢(𝑦 − 𝑦1) − 𝑢(𝑦 − 𝑦1 − 𝑏)           (8b) 170 

where Sy is the specific yield, I is a recharge rate, and u( ) is the unit step function. Equation (8) 171 

involves the assumption of I << Kz and the simplification from non-uniform saturated aquifer 172 

thickness below z = h to uniform one below z = 0 (Dagan, 1967). Marino (1967) indicated that 173 

the simplification and assumption are valid when the water table rise is smaller than 50% of 174 

the initial water table height (i.e., h/B < 0.5) and the recharge rate is smaller than 20% of the 175 

hydraulic conductivity (i.e., I/Kz < 0.2). On the other hand, the effect of unsaturated flow above 176 

water table on model’s predictions can be ignored when 𝜎𝐵 ≥ 103 where 𝜎 is a parameter 177 

to define the relative hydraulic conductivity as 𝑘0 = exp(−𝜎𝑧) in the Richards’ equation 178 

(Tartakovsky and Neuman, 2007). Tartakovsky and Neuman (2007) achieved agreement on 179 

aquifer drawdown evaluated by their analytical solution based on Eq. (1) for saturated flow and 180 

Richards’ equation for unsaturated flow and by the Neuman (1974) solution based on Eqs. (1) 181 

and (8) with I = 0 when 𝜎𝐵 = 103 (i.e., the case of 𝜅𝐷 = 103 in Fig. 2 in Tartakovsky and 182 

Neuman, 2007). 183 

 Dimensionless variables and parameters are defined as follows 184 

ℎ̅ =
ℎ

𝐵
,    �̅� =

𝑥

𝑑
,    �̅� =

𝑦

𝑑
,    𝑧̅ =

𝑧

𝐵
,    𝑙 ̅ =

𝑙

𝑑
,    �̅� =

𝑤

𝑑
,    �̅�1 =

𝑥1

𝑑
,    �̅�1 =

𝑦1

𝑑
,    �̅� =

𝑎

𝑑
,    �̅� =

𝑏

𝑑
,185 

𝜅𝑧 =
𝐾𝑧𝑑2

𝐾𝑥𝐵2 ,     𝑡̅ =
𝐾𝑥𝑡

𝑆𝑠𝑑2 ,    𝜅𝑦 =
𝐾𝑦

𝐾𝑥
,    𝜅1 =

𝐾1𝑑

𝐾𝑥𝑏1
,    𝜅2 =

𝐾2𝑑

𝐾𝑥𝑏2
,    𝜅3 =

𝐾3𝑑

𝐾𝑦𝑏3
,    𝜅4 =

𝐾4𝑑

𝐾𝑦𝑏4
,    𝜉 =186 

𝐼

𝐾𝑧
,    휀 =

𝑆𝑦

𝑆𝑠𝐵
,    �̅�1 =

𝑑1

𝑑
,    �̅�2 =

𝑑2

𝑑
,    �̅�3 =

𝑑3

𝑑
,    �̅�4 =

𝑑4

𝑑
      (9) 187 

where the overbar denotes a dimensionless symbol. Notice that the variables in the horizontal 188 



9 
 

and vertical directions are divided by d and B, respectively. According to Eq. (9), the 189 

mathematical model, Eqs. (1)  (8b), can then be expressed as 190 

𝜕2ℎ̅

𝜕�̅�2 + 𝜅𝑦
𝜕2ℎ̅

𝜕�̅�2 + 𝜅𝑧
𝜕2ℎ̅

𝜕�̅�2 =
𝜕ℎ̅

𝜕�̅�
   (10) 191 

ℎ̅ = 0    at    𝑡̅ = 0              (11) 192 

𝜕ℎ̅

𝜕�̅�
− 𝜅1ℎ̅ = 0    at    �̅� = 0             (12) 193 

𝜕ℎ̅

𝜕�̅�
+ 𝜅2ℎ̅ = 0    at    �̅� = 𝑙 ̅             (13) 194 

𝜕ℎ̅

𝜕�̅�
− 𝜅3ℎ̅ = 0    at    �̅� = 0             (14) 195 

𝜕ℎ̅

𝜕�̅�
+ 𝜅4ℎ̅ = 0    at    �̅� = �̅�             (15) 196 

𝜕ℎ̅/𝜕𝑧̅ = 0    at    𝑧̅ = −1            (16) 197 

𝜕ℎ̅

𝜕�̅�
+

𝜀

𝜅𝑧

𝜕ℎ̅

𝜕�̅�
= 𝜉�̅�𝑥�̅�𝑦    at    𝑧̅ = 0           (17) 198 

�̅�𝑥 = 𝑢(�̅� − �̅�1) − 𝑢(�̅� − �̅�1 − �̅�)           (17a) 199 

�̅�𝑦 = 𝑢(�̅� − �̅�1) − 𝑢(�̅� − �̅�1 − �̅�).           (17b) 200 

 201 

2.2 Analytical solution 202 

The mathematical model, Eqs. (10)  (17b), can be solved by the methods of Laplace 203 

transform and double-integral transform. The former transform converts ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅)  into 204 

ℎ̃(�̅�, �̅�, 𝑧̅, 𝑝), ∂ℎ̅/ ∂𝑡̅ into 𝑝ℎ̃ − ℎ̅|�̅�=0 , and 𝜉�̅�𝑥�̅�𝑦  into 𝜉�̅�𝑥�̅�𝑦/𝑝 where p is the Laplace 205 

parameter and ℎ̅|�̅�=0 equals zero in Eq. (11). After taking the transform, the model become a 206 

boundary value problem expressed as 207 

𝜕2ℎ̃

𝜕�̅�2 + 𝜅𝑦
𝜕2ℎ̃

𝜕�̅�2 + 𝜅𝑧
𝜕2ℎ̃

𝜕�̅�2 = 𝑝ℎ̃   (18) 208 

with boundary conditions 𝜕ℎ̃/𝜕�̅� − 𝜅1ℎ̃ = 0  at �̅� = 0 , 𝜕ℎ̃/𝜕�̅� + 𝜅2ℎ̃ = 0  at �̅� = 𝑙 ̅, ℎ̃/209 

𝜕�̅� − 𝜅3ℎ̃ = 0  at �̅� = 0 , ℎ̃/𝜕�̅� + 𝜅4ℎ̃ = 0  at �̅� = �̅� , 𝜕ℎ̃/𝜕𝑧̅ = 0  at 𝑧̅ = −1 , and 𝜕ℎ̃/210 
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𝜕𝑧̅ + 휀𝑝ℎ̃/𝜅𝑧 = 𝜉�̅�𝑥�̅�𝑦/𝑝  at 𝑧̅ = 0 . We then apply the properties of the double-integral 211 

transform to the problem. One can refer to the definition in Latinopoulos (1985, Table I, aquifer 212 

type 1). The transform turns ℎ̃(�̅�, �̅�, 𝑧̅, 𝑝) into ℎ̂(𝛼𝑚, 𝛽𝑛, 𝑧̅, 𝑝), 𝜕2ℎ̃/𝜕�̅�2  + 𝜅𝑦(𝜕2ℎ̃/𝜕�̅�2) 213 

into −(𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2)ℎ̂ where (m, n)  1, 2, 3, … , and eigenvalues 𝛼𝑚  and 𝛽𝑛 are the 214 

positive roots of the following equations that 215 

tan(𝑙�̅�𝑚) =
𝛼𝑚(𝜅1+𝜅2)

𝛼𝑚
2 −𝜅1𝜅2

             (19) 216 

and 217 

tan(�̅�𝛽𝑛) =
𝛽𝑛(𝜅3+𝜅4)

𝛽𝑛
2−𝜅3𝜅4

.             (20) 218 

In addition, �̅�𝑥�̅�𝑦 defined in Eqs. (17a) and (17b) is transformed into 𝑈𝑚𝑈𝑛 given by 219 

𝑈𝑚 =
√2𝑉𝑚

√𝜅1+(𝛼𝑚
2 +𝜅1

2)[𝑙+̅𝜅2/(𝛼𝑚
2 +𝜅2

2)]

           (21) 220 

𝑈𝑛 =
√2𝑉𝑛

√𝜅3+(𝛽𝑛
2+𝜅3

2)[�̅�+𝜅4/(𝛽𝑛
2+𝜅4

2)]

           (22) 221 

with 222 

𝑉𝑚 = {𝜅1[cos(𝛼𝑚�̅�1) − cos(𝛼𝑚𝜒)] − 𝛼𝑚[sin(𝛼𝑚�̅�1) − sin(𝛼𝑚𝜒)]}/𝛼𝑚   (23) 223 

𝑉𝑛 = {𝜅3[cos(𝛽𝑛�̅�1) − cos(𝛽𝑛𝜓)] − 𝛽𝑛[sin(𝛽𝑛�̅�1) − sin(𝛽𝑛𝜓)]}/𝛽𝑛    (24) 224 

where 𝜒 = �̅�1 + �̅� and 𝜓 = �̅�1 + �̅�. 225 

Equation (18) then reduces to an ordinary differential equation as 226 

𝜅𝑧
𝜕2ℎ̂

𝜕�̅�2 − (𝑝 + 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2)ℎ̂ = 0           (25) 227 

Two boundary conditions are expressed, respectively, as 228 

𝜕ℎ̂/𝜕𝑧̅ = 0   at    𝑧̅ = −1            (26) 229 

and 230 

𝜕ℎ̂

𝜕�̅�
+

𝜀𝑝

𝜅𝑧
ℎ̂ =

𝜉

𝑝
𝑈𝑚𝑈𝑛   at    𝑧̅ = 0.           (27) 231 

Solving Eq. (25) with Eqs. (26) and (27) results in 232 
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ℎ̂(𝛼𝑚, 𝛽𝑛, 𝑧̅, 𝑝) =
𝜉𝑈𝑚𝑈𝑛cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh 𝜆+𝜅𝑧𝜆 sinh 𝜆)
          (28) 233 

where  234 

𝜆 = √(𝑝 + 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2)/𝜅𝑧.            (29) 235 

Inverting Eq. (28) to the space and time domains gives rise to the analytical solution that 236 

ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅) = 𝜉 ∑ ∑ (𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞

𝑗=1
)𝐹𝑚𝐹𝑛𝑈𝑚𝑈𝑛

∞

𝑛=1

∞

𝑚=1    (30) 237 

with 238 

𝜙𝑚,𝑛 =
cosh [(1+�̅�)𝜆𝑚,𝑛]

𝜅𝑧𝜆𝑚,𝑛 sinh 𝜆𝑚,𝑛 
             (30a) 239 

𝜙0,𝑚,𝑛 = −2𝜆0,𝑚,𝑛cosh[(1 + 𝑧̅)𝜆0,𝑚,𝑛]exp(−𝛾0,𝑚,𝑛𝑡)̅/𝜂0,𝑚,𝑛     (30b) 240 

𝜙𝑗,𝑚,𝑛 = −2𝜆𝑗,𝑚,𝑛cos[(1 + 𝑧̅)𝜆𝑗,𝑚,𝑛]exp(−𝛾𝑗,𝑚,𝑛𝑡)̅/𝜂𝑗,𝑚,𝑛      (30c) 241 

𝜂0,𝑚,𝑛 = 𝛾0,𝑚,𝑛[(1 + 2휀𝜅𝑧)𝜆0,𝑚,𝑛 cosh 𝜆0,𝑚,𝑛 + (1 − 휀𝛾0,𝑚,𝑛) sinh 𝜆0,𝑚,𝑛]   (30d) 242 

𝜂𝑗,𝑚,𝑛 = 𝛾𝑗,𝑚,𝑛[(1 + 2휀𝜅𝑧)𝜆𝑗,𝑚,𝑛 cos 𝜆𝑗,𝑚,𝑛 + (1 − 휀𝛾𝑗,𝑚,𝑛) sin 𝜆𝑗,𝑚,𝑛]    (30e) 243 

𝜆𝑚,𝑛 = √𝑓𝑚,𝑛/𝜅𝑧; 𝛾0,𝑚,𝑛 = 𝑓𝑚,𝑛 − 𝜅𝑧𝜆0,𝑚,𝑛
2 ; 𝛾𝑗,𝑚,𝑛 = 𝑓𝑚,𝑛 + 𝜅𝑧𝜆𝑗,𝑚,𝑛

2    (30f) 244 

𝑓𝑚,𝑛 = 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2              (30g) 245 

𝐹𝑚 =
√2[𝛼𝑚 cos(𝛼𝑚�̅�)+𝜅1 sin(𝛼𝑚�̅�)]

√𝜅1+(𝛼𝑚
2 +𝜅1

2)[𝑙+̅𝜅2/(𝛼𝑚
2 +𝜅2

2)]

           (30h) 246 

𝐹𝑛 =
√2[𝛽𝑛 cos(𝛽𝑛�̅�)+𝜅3 sin(𝛽𝑛�̅�)]

√𝜅3+(𝛽𝑛
2+𝜅3

2)[�̅�+𝜅4/(𝛽𝑛
2+𝜅4

2)]

           (30i) 247 

where j  1, 2, 3, …  and eigenvalues 𝜆0,𝑚,𝑛 and 𝜆𝑗,𝑚,𝑛 are determined, respectively, by 248 

the following equations that 249 

tan 𝜆𝑗,𝑚,𝑛 = −휀(𝑓𝑚,𝑛 + 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 )/𝜆𝑗,𝑚,𝑛         (31) 250 

and 251 

−𝜀𝜅𝑧𝜆0,𝑚,𝑛
2 +𝜆0,𝑚,𝑛+𝜀𝑓𝑚,𝑛

𝜀𝜅𝑧𝜆0,𝑚,𝑛
2 +𝜆0,𝑚,𝑛−𝜀𝑓𝑚,𝑛

= exp(2𝜆0,𝑚,𝑛).          (32) 252 

Notice that Eqs. (19), (20), and (31) have infinite positive roots owing to the trigonometric 253 
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function tan( ) while Eq. (32) has only one positive root. The method to find 𝛼𝑚, 𝛽𝑛, 𝜆𝑗,𝑚,𝑛 254 

and 𝜆0,𝑚,𝑛 is introduced in Sect. 2.3. One can refer to Appendix A for the derivation of Eq. 255 

(30). The first term on the right-hand side (RHS) of Eq. (30) is a double series expanded by 256 

𝛼𝑚 and 𝛽𝑛. The series converges within a few terms because the power of 𝛼𝑚 (or 𝛽𝑛) in the 257 

denominator of 𝜙𝑚,𝑛 in Eq. (30a) is two more than that in the nominator. The second term on 258 

the RHS of Eq. (30) is a double series expanded by 𝛼𝑚 and 𝛽𝑛, and the third term is a triple 259 

series expanded by 𝛼𝑚, 𝛽𝑛, and 𝜆𝑗,𝑚,𝑛. They converge very fast due to exponential functions 260 

in Eqs. (30b) and (30c). Consider (m, n)  (1, 2, …, N = 30) and j  (1, 2, …, Nj = 15) for the 261 

default values of dimensionless parameters and variables in Table 2 for calculation. The number 262 

of terms in one or the other double series is 30  30 = 900 and in the triple series is 30  30  263 

15 = 13500. The total number is therefore 900  2 + 13500 = 15300. We apply Mathematica 264 

FindRoot routine to obtain the values of 𝛼𝑚, 𝛽𝑛, and 𝜆𝑗,𝑚,𝑛 and Sum routine to compute the 265 

double and triple series. It takes about 8 seconds to finish calculation for 𝑡̅ = 105  by a 266 

personal computer with Intel Core i5-4590 3.30 GHz processor and 8 GB RAM. In addition, 267 

the series is considered to converge when the absolute value of the last term in the double series 268 

of 𝜙𝑚,𝑛 is smaller than 10-20 (i.e., 10-50  10-20 in this case). That value in the other double or 269 

triple series may be even smaller than 10-50 due to exponential decay. 270 

    The use of finite aquifer domain has two merits. One is that the solution of depth-average 271 

head, defined as ∫ ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅)
0

−1
𝑑𝑧̅, can be analytically integrated. The integration variable 𝑧̅ 272 

appears only in the functions of cosh [(1 + 𝑧̅)𝜆𝑚,𝑛] in Eq. (30a), cosh [(1 + 𝑧̅)𝜆0,𝑚,𝑛] in Eq. 273 

(30b) and cos [(1 + 𝑧̅)𝜆𝑗,𝑚,𝑛]  in Eq. (30c). The solution of depth-average head therefore 274 

equals Eq. (30) where these three functions are replaced by sinh 𝜆𝑚,𝑛 /𝜆𝑚,𝑛 , sinh 𝜆0,𝑚,𝑛 /275 

𝜆0,𝑚,𝑛, and sin 𝜆𝑗,𝑚,𝑛 /𝜆𝑗,𝑚,𝑛, respectively. The other is that the present solution is applicable 276 

to head predictions in aquifers of infinite extent before the dimensionless time to have lateral 277 
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aquifer boundary effect on the predictions. Wang and Yeh (2008) reported a time criterion 278 

defined as 𝑡�̅�𝑟 = 0.03(1 + ε)�̅�2 where �̅� = 𝑅/𝑑 denotes a shortest dimensionless distance 279 

from the lateral boundary to the edge of the recharge region. This criterion is, in effect, a 280 

boundary-effect time when the hydraulic head is affected by the aquifer boundary. Existing 281 

solutions based on aquifers of infinite extent can therefore be considered as special cases of the 282 

present solution before the boundary-effect time. 283 

 284 

2.3 Calculation of eigenvalues 285 

 The eigenvalues 𝛼𝑚 , 𝛽𝑛 , 𝜆𝑗,𝑚,𝑛 , and 𝜆0,𝑚,𝑛  can be determined by Newton’s method 286 

with initial guess values (IGVs) set to be the vertical asymptotes of the functions on the left-287 

hand side (LHS) of Eqs. (19), (20), (31), and (32), respectively. Hence, IGVs for 𝛼𝑚 are 𝛼′ +288 

𝛿  if 𝛼′ < (𝜅1𝜅2)1/2  and 𝛼′ − 𝛿  if 𝛼′ > (𝜅1𝜅2)1/2  where 𝛼′ = (2𝑚 − 1)𝜋/(2𝑙)̅ and  𝛿 289 

is a small value of 10−8 to avoid being right at the vertical asymptotes. Similarly, IGVs for 290 

𝛽𝑛  are 𝛽′ + 𝛿 if 𝛽′ < (𝜅3𝜅4)1/2 and 𝛽′ − 𝛿 if 𝛽′ > (𝜅3𝜅4)1/2 where 𝛽′ = (2𝑛 − 1)𝜋/291 

(2�̅�) . In addition, IGVs for 𝜆𝑗,𝑚,𝑛  are (2𝑗 − 1)𝜋/2 + 𝛿 , and IGV for 𝜆0,𝑚,𝑛  is 𝛿 +292 

[(1 + 4𝜅𝑧𝑓𝑚,𝑛휀2)
1/2

− 1] /(2휀𝜅𝑧) obtained by setting the denominator of the LHS function 293 

of Eq. (32) to be zero and solving the resultant equation. 294 

 295 

2.4 Solution for time-varying recharge rate 296 

The present solution, Eq. (30), is applicable to arbitrary time-depending recharge rates on 297 

the basis of Duhamel’s theorem expressed as (e.g., Bear, 1979, p. 158) 298 

ℎ̅𝐼𝑡 = ℎ̅𝐼0 + ∫
𝜕𝜉𝑡(𝜏)

𝜕𝜏
ℎ̅(𝑡̅ − 𝜏)/𝜉 𝑑𝜏

�̅�

0
          (33) 299 

where ℎ̅𝐼𝑡 signifies a dimensionless head solution for a time-depending recharge rate 𝜉𝑡(𝜏) 300 

with 𝑡̅ replaced by 𝜏, ℎ̅𝐼0 is Eq. (30) in which 𝜉 is replaced by 𝜉𝑡(0), and ℎ̅(𝑡̅ − 𝜏) is also 301 
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Eq. (30) with 𝑡̅ replaced by 𝑡̅ − 𝜏. If Eq. (33) is not integrable, it can be discretized as (Singh, 302 

2005) 303 

ℎ̅𝑁 = ∑
Δ𝜉𝑖

Δ�̅�
𝜂(𝑁 − 𝑖 + 1)𝑁

𝑖=1             (34) 304 

with 305 

Δ𝜉𝑖 = 𝜉𝑖 − 𝜉𝑖−1              (34a) 306 

𝜂(𝑀) = ∫ ℎ̅(𝑀Δ𝑡̅ − 𝜏)𝑑𝜏
�̅�

0
            (34b) 307 

where ℎ̅𝑁  represents a numerical result of dimensionless head ℎ̅ at 𝑡̅ = Δ𝑡̅ × 𝑁, Δ𝑡̅ is a 308 

dimensionless time step, 𝜉𝑖  and 𝜉𝑖−1  are dimensionless recharge rates at 𝑡̅ = Δ𝑡̅ × 𝑖  and 309 

𝑡̅ = Δ𝑡̅ × (𝑖 − 1), respectively, and 𝜂(𝑀), called ramp kernel, depends on Eq. (30) in which 310 

𝑡̅ is replaced by 𝑀Δ𝑡̅ − 𝜏. The integration result of Eq. (34b) can be denoted as Eq. (30) where 311 

𝜙𝑚,𝑛 is replaced by 𝜙𝑚,𝑛𝑡̅ and two exponential terms in Eqs. (30b) and (30c) are replaced, 312 

respectively, by exp(−𝑀𝛾0,𝑚,𝑛Δ𝑡̅) [−1 + exp(𝛾0,𝑚,𝑛Δ𝑡)̅]/𝛾0,𝑚,𝑛  and 313 

exp(−𝑀𝛾𝑗,𝑚,𝑛Δ𝑡̅) [−1 + exp(𝛾𝑗,𝑚,𝑛Δ𝑡̅)]/𝛾𝑗,𝑚,𝑛. 314 

 315 

2.5 Sensitivity analysis 316 

 The sensitivity analysis is administered to assess the change in the hydraulic head in 317 

response to the change in each of the hydraulic parameters. The normalized sensitivity 318 

coefficient of the hydraulic head to a specific parameter can be expressed as 319 

𝑆𝑐,𝑡 =
𝜕ℎ/𝐵

𝜕𝑃𝑐/𝑃𝑐
=

𝜕ℎ̅

𝜕𝑃𝑐/𝑃𝑐
             (35) 320 

where Pc is the c-th parameter in the present solution, 𝑆𝑐,𝑡 is the coefficient at a time to the c-321 

th parameter, and ℎ̅  is the present solution, Eq. (30). The derivative in Eq. (35) can be 322 

approximated as 323 

𝑆𝑐,𝑡 =
ℎ̅(𝑃𝑐+∆𝑃𝑐)−ℎ̅(𝑃𝑐)

∆𝑃𝑐/𝑃𝑐
             (36) 324 
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where ∆𝑃𝑐 is an increment chosen as 10−3𝑃𝑐 (Yeh et al., 2008). 325 

 326 

3 Results and discussion 327 

Previous articles have discussed groundwater mounds in response to localized recharge 328 

into aquifers with various hydraulic parameters (e.g., Dagan, 1967; Rao and Sarma, 1980; 329 

Latinopoulos, 1986; Manglik et al., 1997; Manglik and Rai, 1998; Rai et al., 1998; Chang and 330 

Yeh, 2007; Illas et al., 2008; Bansal and Das, 2010; Bansal and Teloglou, 2013). Flow velocity 331 

fields below groundwater mounds have also been analyzed (Zlotnik and Ledder, 1992; Zlotnik 332 

and Ledder, 1993). This section therefore focuses on the transient behavior of hydraulic head 333 

at an observation point with the aid of the present solution. The default values of the parameters 334 

and variables for calculation are noted in Table 2. In Sect. 3.1, transient head distributions 335 

subject to Dirichlet, no-flow and Robin boundary conditions are compared. In Sect. 3.2, the 336 

effect of vertical flow on the head distribution is investigated. In Sect. 3.3, errors arising from 337 

assuming aquifer incompressibility (i.e., Ss = 0) to develop analytical solutions are discussed. 338 

In Sect. 3.4, the response of the hydraulic head to transient recharge rates based on Eq. (33) is 339 

demonstrated. In Sect. 3.5, the sensitivity analysis defined by Eq. (36) is performed. 340 

 341 

3.1 Effect of lateral boundary 342 

    The Robin condition can become the Dirichlet or no-flow one, depending on the 343 

magnitudes of 1�̅�1 for Eq. (12), 2�̅�2 for Eq. (13), 3�̅�3 for Eq. (14), and 4�̅�4 for Eq. 344 

(15). We consider a symmetrical aquifer system with 𝑙 ̅ = �̅� = 22, �̅�1 = �̅�2 = �̅�3 = �̅�4 = 345 

10 and 1 = 2 = 3 = 4 as illustrated in Fig. 2. The magnitudes of 1�̅�1, 2�̅�2, 3�̅�3 346 

and 4�̅�4 are the same and defined as . The curves of ℎ̅ versus 𝑡̅ plotted by the present 347 

solution, Eq. (30), for  = 10-3, 10-2, 10-1, 1, 10, 100, and 200 are shown in Fig. 2. The curves 348 

ℎ̅ versus 𝑡̅ are plotted from Manglik et al. (1997) solution with the no-flow condition (i.e.,  349 
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= 0), Manglik and Rai (1998) solution with the Dirichlet condition (i.e.,   ), and the present 350 

solution with the Robin condition. Before 𝑡̅ = 104, these curves give the same magnitude of 351 

ℎ̅ at a fixed dimensionless time 𝑡̅ since the lateral aquifer boundary has been beyond the place 352 

where groundwater is affected by localized recharge. After 𝑡̅ = 104, the curves for the cases of 353 

 = 10-2, 10-1, 1, 10, and 100 deviate from each other gradually as time increases. A larger 354 

magnitude of  between  = 10-2 and  = 100 causes a smaller ℎ̅ at a fixed 𝑡̅. On the other 355 

hand, the present solution for the cases of  = 10-3 and 10-2 agrees well with Manglik et al. 356 

(1997) solution based on  = 0 and that for the cases of  = 100 and 200 predicts the same result 357 

as Manglik and Rai (1998) solution based on   . We may reasonably conclude that the 358 

Robin condition reduces to the no-flow one when   10-2 and the Dirichlet one when   100. 359 

 360 

3.2 Effect of vertical flow  361 

 Dimensionless parameter 𝜅𝑧 (i.e., 𝐾𝑧𝑑2/(𝐾𝑥𝐵2)) dominates the effect of vertical flow 362 

on transient head distributions at an observation point. Consider 1�̅�1 = 2�̅�2 = 3�̅�3 =363 

4�̅�4 = 100 for lateral aquifer boundaries under the Dirichlet condition as discussed in Sect. 364 

3.1. The temporal distributions of ℎ̅ predicted by the present solution, Eq. (30), with 𝜅𝑧 = 365 

0.01, 0.1, 1, and 10 are demonstrated in Fig. 3. The temporal distribution of ℎ̅ predicted by 366 

Manglik and Rai (1998) solution based on 2D flow without the vertical component is taken in 367 

order to address the effect of vertical flow. The figure reveals that ℎ̅ increases with 𝜅𝑧 when 368 

𝜅𝑧 ≤ 1. The difference in ℎ̅ predicted by both solutions indicates the vertical flow effect. The 369 

Manglik and Rai (1998) solution obviously overestimates the head. The vertical flow prevails, 370 

and its effect should be taken into account when 𝜅𝑧 < 1, indicating a thick aquifer, a small 371 

ratio of Kz/Kx, and/or an observation point near a recharge region. On the other hand, the present 372 

solution for the cases of 𝜅𝑧 = 1 and 10 agrees well with Manglik and Rai (1998) solution, 373 

indicating that the vertical flow effect is ignorable when 𝜅𝑧 ≥ 1. We can recognize from the 374 
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agreement that existing solutions neglecting the vertical flow effect give good predictions when 375 

𝜅𝑧 ≥ 1. 376 

 377 

3.3 Effect of specific storage 378 

    Some of existing models use the Laplace equation as a governing equation with assuming 379 

Ss = 0 (e.g., Singh, 1976; Schmitz and Edenhofer, 1988; Zlotnik and Ledder, 1993). The 380 

assumption is valid when 휀 (i.e., Sy/(SsB)) is larger than a certain value. This section quantifies 381 

the value. The Zlotnik and Ledder (1993) model based on 3D Laplace equation, Eq. (1) with 382 

Ss = 0, is taken for comparison with the present model using Eq. (1) with Ss  0. The 383 

dimensionless variables of s, x, y, z, t, X, and Y in their model are replaced by ℎ̅/𝜉, (𝜅𝑧)1/2�̅�, 384 

(𝜅𝑧)1/2�̅�, 𝑧̅, 𝜅𝑧𝑡̅/휀, (𝜅𝑧)1/2�̅�, and (𝜅𝑧)1/2�̅�, respectively, for ease of comparisons. Consider 385 

the cases of z = 10-2 for an observation point located at a 3D flow area and z = 10 for the point 386 

located at a 2D flow area as discussed in Sect. 3.2. The assumption can be assessed through the 387 

comparison in the dimensionless heads predicted by both solutions for 휀 = 1, 10, 102, and 103 388 

as shown in Fig. 4a for z = 10-2 and Fig. 4b for z = 10. The present solution predicts a steady-389 

state ℎ̅ of 0.054 in Fig. 4a and 0.074 in Fig. 4b after certain times due to lateral Dirichlet 390 

boundaries (i.e., 1�̅�1 = 2�̅�2 = 3�̅�3 = 4�̅�4 = 100) as discussed in Sect. 3.1. In contrast, 391 

their solution predicts ℎ̅ which increases with 𝑡̅ due to the absence of lateral boundaries. 392 

When 휀 = 1 and 10, both solutions give different values of ℎ̅ for both cases of z = 10-2 and 393 

z = 10 before 𝑡̅ = 100, indicating that the assumption of Ss = 0 causes inaccurate ℎ̅. When 휀 394 

= 102 and 103, both solutions predict very close results of ℎ̅ for both cases before the time of 395 

approaching steady-state ℎ̅. These results lead to the conclusion that the assumption of Ss = 0 396 

is valid when 휀 ≥ 100 for 3D and 2D flow cases. 397 

 398 

3.4 Transient recharge rate 399 
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Most articles (e.g., Rai et al., 1998; Chang and Yeh, 2007; Illas et al., 2008; Bansal and 400 

Teloglou, 2013) define a transient recharge rate as 𝐼𝑡(𝑡) = 𝐼1 + 𝐼0 exp(−𝑟𝑡) (i.e., 𝜉𝑡(𝑡̅) =401 

𝜉1 + 𝜉0 exp(−𝛾𝑡̅)  for a dimensionless rate) where 𝜉𝑡 = 𝐼𝑡/𝐾𝑧 , 𝜉1 = 𝐼1/𝐾𝑧 , 𝜉0 = 𝐼0/𝐾𝑧 , 402 

𝛾 = 𝑟𝑆𝑠𝑑2/𝐾𝑥, and r is a decay constant. The rate exponentially declines from an initial value 403 

of 𝐼1 + 𝐼0 to an ultimate one of 𝐼1. The present solution, Eq. (30), can be applied for the 404 

response of the head to the transient rate based on Eq. (33). Substituting ∂𝜉𝑡(𝜏)/ ∂𝜏 =405 

−𝛾𝜉0 exp(−𝛾𝜏) into Eq. (33) and integrating the result for 𝜏 from 𝜏 = 0 to 𝜏 = 𝑡̅ yields 406 

ℎ̅𝐼0  plus Eq. (30) where 𝜉  in Eq. (30), 𝜙𝑚,𝑛  in Eq. (30a), exp(−𝛾0,𝑚,𝑛𝑡̅) in (30b), and 407 

exp(−𝛾𝑗,𝑚,𝑛𝑡)̅  in (30c) are replaced by 𝜉0 , 𝜙𝑚,𝑛[exp(−𝛾𝑡̅) − 1] , 𝛾[exp(−𝛾𝑡̅) −408 

exp(𝛾0,𝑚,𝑛𝑡̅)]/(𝛾0,𝑚,𝑛 + 𝛾) , and 𝛾[exp(−𝛾𝑡̅) − exp(𝛾𝑗,𝑚,𝑛𝑡̅)]/(𝛾𝑗,𝑚,𝑛 + 𝛾) , respectively. 409 

Similarly, Zlotnik and Ledder (1993) solution can also be used to obtain the head subject to the 410 

transient rate by substituting it into Eq. (33) and then integrating the result using numerical 411 

approaches. Now, we consider Ramana et al. (1995) solution depicting 2D flow induced by the 412 

transient rate in rectangular aquifers with the lateral boundaries under the Dirichlet condition. 413 

Figure 5 shows the temporal distributions of ℎ̅ for the transient rate predicted by these three 414 

solutions when 𝜅𝑧 = 1 , 𝜅 = 100 , and 휀 = 100 . The present solution agrees well with 415 

Ramana et al. (1995) solution. We can recognize from the agreement that, even for transient 416 

rates, the Robin condition reduces to the Dirichlet one when 𝜅  100 (i.e., 1�̅�1 = 2�̅�2 =417 

3�̅�3 = 4�̅�4 = 100) as discussed in Sect. 3.1 and the vertical flow effect is ignorable when 418 

𝜅𝑧 ≥ 1 as discussed in Sect. 3.2. Moreover, agreement on ℎ̅ estimated by the present solution 419 

and Zlotnik and Ledder (1993) solution before 𝑡̅ = 3 × 103 will make clear that, even for 420 

transient rates, assuming aquifer incompressibility (i.e., Ss = 0) is valid when 휀 ≥ 100 as 421 

discussed in Sect. 3.3. 422 

 423 

3.5 Sensitivity analysis 424 
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 Consider point A of (555 m, 500 m, 10 m) at a 3D flow region (i.e., 𝜅𝑧 < 1) and point 425 

B of (800 m, 500 m, 10 m) at a 2D flow region (i.e., 𝜅𝑧 ≥ 1) as discussed in Sect. 3.2. 426 

Localized recharge distributes over the square area of 450 m  x  550 m and 450 m  y  550 427 

m. The distance d herein is set to 5 m for point A and 250 m for point B. The aquifer system is 428 

of isotropy with Kx = Ky and symmetry with K1 = K2 = K3 = K4 for conciseness. The sensitivity 429 

analysis is performed by Eq. (36) to investigate the responses of the hydraulic heads at these 430 

two points to the change in each of a, b, Ss, Sy, Kx (or Ky), Kz, and K1 (or K2, K3, and K4). The 431 

curves of the normalized sensitivity coefficient Sc,t versus t for these seven parameters are 432 

shown in Fig. 6a for point A and Fig. 6b for point B. The figure shows that the hydraulic heads 433 

at both points are more sensitive to the changes in a, b, Kx, and Sy than those in the others. This 434 

may indicate that a flow model should include at least these four parameters. The figure also 435 

shows that the heads at points A and B are insensitive to the change in K1 because of 1�̅�1 = 436 

4500 > 100 as discussed in Sect. 3.1. In addition, Sc,t to Kz for point A is nonzero after t = 0.4 437 

day due to 𝜅𝑧 = 6.25 × 10−3 < 1 as discussed in Sect. 3.2. In contrast, Sc,t to Kz for point B 438 

is very close to zero over the entire period because of 𝜅𝑧 = 15.625 > 1. Moreover, the heads 439 

at points A and B are insensitive to the change in Ss due to 휀 = 500 > 100 as discussed in Sect. 440 

3.3. 441 

 442 

4 Conclusions 443 

 A mathematical model is developed to depict spatiotemporal head distributions induced 444 

by localized recharge with an arbitrary time-varying rate in a rectangular unconfined aquifer 445 

bounded by Robin boundaries with different hydraulic parameters. A governing equation for 446 

3D flow is considered. A first-order free surface equation with a source term representing the 447 

recharge is employed for describing the water table movement. The analytical head solution of 448 

the model is obtained by applying the Laplace transform, the double-integral transform, and 449 
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Duhamel’s theorem. The use of rectangular aquifer domain leads to two merits. One is that the 450 

integration for the solution of the depth-average head can be analytically done. The other is 451 

that existing solutions based on aquifers of infinite extent are special cases of the present 452 

solution when the recharge time is less than the boundary-effect time. The present solution is 453 

applicable under the conditions of aquifer homogeneity, ℎ/𝐵 < 0.5, 𝐼/𝐾𝑧 < 0.2, and 𝜎𝐵 ≥454 

103 due to Eq. (8) neglecting the effect of unsaturated flow above water table (Marino, 1967; 455 

Tartakovsky and Neuman, 2007). The sensitivity analysis is performed to explore the response 456 

of the head to the change in each of hydraulic parameters. With the aid of the present solution, 457 

the following conclusions can be drawn: 458 

1. In respect of affecting ℎ̅ at observation points, the Robin condition specified at �̅� = 0 459 

reduces to the Dirichlet one when 1�̅�1  100 (i.e., K1 d1/(Kx b1)  100) and no-flow one 460 

when 1�̅�1  10-2. The quantitative criteria for 1�̅�1 are applicable to 2�̅�2, 3�̅�3, and 461 

4�̅�4 for the Robin conditions specified at �̅� = 𝑙,̅ �̅� = 0, and �̅� = �̅�, respectively. 462 

2. The vertical flow causes significant decrease in the hydraulic head at an observation point 463 

when z < 1 (i.e., Kz d
2/(Kx B

2) < 1). When z  1, the effect of vertical flow on the head is 464 

ignorable, and conventional models considering 2D flow without the vertical component 465 

can therefore predict accurate results. 466 

3. The 3D Laplace equation based on the assumption of Ss = 0 can be regarded as a flow 467 

governing equation when 휀 ≥ 100 (i.e., Sy/(SsB)  100) for the whole aquifer domain. 468 

Otherwise, head predictions based on the Laplace equation are overestimated. 469 

4. The abovementioned conclusions are also applicable to problems of groundwater flow 470 

subject to recharge with arbitrary time-varying rates. 471 

 472 

Appendix A: Derivation of Eq. (30) 473 

Let us start with function 𝐺(𝑝) from Eq. (28) that 474 
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𝐺(𝑝) =
cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh 𝜆+𝜅𝑧𝜆sinh𝜆)
            (A1) 475 

with 476 

𝜆 = √(𝑝 + 𝑓𝑚,𝑛)/𝜅𝑧             (A2) 477 

where 𝑓𝑚,𝑛 = 𝛼𝑚
2 + 𝜅𝑦𝛽𝑛

2. Equation (A1) is a single-value function to p in the complex plane 478 

because satisfying 𝐺(𝑝+) = 𝐺(𝑝−) where 𝑝+  and 𝑝−  are the polar coordinates defined, 479 

respectively, as 480 

𝑝+ = 𝑟𝑎exp(𝑖𝜃) − 𝑓𝑚,𝑛             (A3) 481 

and 482 

𝑝− = 𝑟𝑎exp[𝑖(𝜃 − 2𝜋)] − 𝑓𝑚,𝑛           (A4) 483 

where ra represents a radial distance from the origin at p = 𝑓𝑚,𝑛, 𝑖 = √−1 is the imaginary 484 

unit, and 𝜃 is an argument between 0 and 2𝜋. Substitute 𝑝 = 𝑝+ in Eq. (A3) into Eq. (A2), 485 

and we have 486 

𝜆 = √𝑟𝑎/𝜅𝑧 exp(𝑖𝜃/2) = √𝑟𝑎/𝜅𝑧 [cos(𝜃/2) + 𝑖 sin(𝜃/2)]      (A5) 487 

Similarly, we can have 488 

𝜆 = √𝑟𝑎/𝜅𝑧 exp[𝑖(𝜃 − 2𝜋)/2] = −√𝑟𝑎/𝜅𝑧 [cos(𝜃/2) + 𝑖 sin(𝜃/2)]    (A6) 489 

after p in Eq. (A2) is replaced by 𝑝− in Eq. (A4). Substitution of Eqs. (A3) and (A5) into Eq. 490 

(A1) yields the same result as that obtained by substituting Eqs. (A4) and (A6) into Eq. (A1), 491 

indicating that Eq. (A1) is a single-value function without branch cut and its inverse Laplace 492 

transform equals the sum of residues for poles in the complex plane. 493 

The residue for a simple pole can be formulated as 494 

𝑅𝑒𝑠 = lim
𝑝→𝜑

𝐺(𝑝) exp(𝑝𝑡̅) (𝑝 − 𝜑)           (A7) 495 

where 𝜑 is the location of the pole of 𝐺(𝑝) in Eq. (A1). The function 𝐺(𝑝) has infinite 496 

simple poles at the negative part of the real axis in the complex plane. The locations of these 497 

poles are the roots of equation that 498 
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𝑝(𝑝휀𝜅𝑧 cosh 𝜆 + 𝜅𝑧𝜆 sinh 𝜆) = 0           (A8) 499 

which is obtained by letting the denominator in Eq. (A1) to be zero. Obviously, one pole is at 500 

p = 0, and its residue based on Eqs. (A1) and (A7) with 𝜆𝑚,𝑛 = √𝑓𝑚,𝑛/𝜅𝑧 can be expressed 501 

as  502 

𝜙𝑚,𝑛 = cosh[(1 + 𝑧̅)𝜆𝑚,𝑛] /(𝜅𝑧𝜆𝑚,𝑛 sinh 𝜆𝑚,𝑛)        (A9) 503 

The locations of other poles of 𝐺(𝑝) are the roots of the equation that 504 

𝑝휀𝜅𝑧 cosh 𝜆 + 𝜅𝑧𝜆 sinh 𝜆 = 0           (A10) 505 

which is the expression in the parentheses in Eq. (A8). One pole is between p = 0 and p = 𝑓𝑚,𝑛. 506 

Let 𝜆 = 𝜆0,𝑚,𝑛, and Eq. (A2) becomes 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2 . Substituting 𝜆 = 𝜆0,𝑚,𝑛, 𝑝 =507 

−𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2 , cosh 𝜆0,𝑚,𝑛 = [exp 𝜆0,𝑚,𝑛 + exp(−𝜆0,𝑚,𝑛)]/2  and sinh 𝜆0,𝑚,𝑛 =508 

[exp 𝜆0,𝑚,𝑛 − exp(−𝜆0,𝑚,𝑛)]/2 into Eq. (A9) and rearranging the result lead to Eq. (32). The 509 

pole is at 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2  with a numerical value of 𝜆0,𝑚,𝑛. With Eq. (A1), Eq. (A7) 510 

equals  511 

𝑅𝑒𝑠 = lim
𝑝→𝜑

cosh[(1+�̅�)𝜆]

𝑝(𝑝𝜀𝜅𝑧 cosh 𝜆+𝜅𝑧𝜆sinh𝜆)
exp(𝑝𝑡̅) (𝑝 − 𝜑)       (A11) 512 

Apply L’Hospital’s Rule to Eq. (A11), and then we have 513 

𝑅𝑒𝑠 = lim
𝑝→𝜑

−2𝜆cosh[(1+�̅�)𝜆]

𝑝[(1+2𝜀𝜅𝑧)𝜆 cosh 𝜆+(1−𝜀𝑝)sinh𝜆]
exp(𝑝𝑡̅)        (A12) 514 

The residue for the pole at 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2  can be defined as 515 

𝜙0,𝑚,𝑛 =
−2𝜆0,𝑚,𝑛cosh[(1+�̅�)𝜆0,𝑚,𝑛]exp(−𝛾0,𝑚,𝑛�̅�)

𝛾0,𝑚,𝑛[(1+2𝜀𝜅𝑧)𝜆0,𝑚,𝑛 cosh 𝜆0,𝑚,𝑛+(1−𝜀𝛾0,𝑚,𝑛) sinh 𝜆0,𝑚,𝑛]
       (A13) 516 

which is obtained by Eq. (A12) with 𝜆 = 𝜆0,𝑚,𝑛 and 𝑝 = −𝑓𝑚,𝑛 + 𝜅𝑧𝜆0,𝑚,𝑛
2 = 𝛾0,𝑚,𝑛. On the 517 

other hand, infinite poles behind p = 𝑓𝑚,𝑛 are at 𝑝 = 𝛾𝑗,𝑚,𝑛 where j  1, 2, 3, … . Let 𝜆 =518 

√−1𝜆𝑗,𝑚,𝑛 , and Eq. (A2) yields 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 . Substituting 𝜆 = √−1𝜆𝑗,𝑚,𝑛 , 𝑝 =519 

−𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 , cosh(√−1𝜆𝑗,𝑚,𝑛) = cos 𝜆𝑗,𝑚,𝑛 , and sinh(√−1𝜆𝑗,𝑚,𝑛) = √−1 sin𝜆𝑗,𝑚,𝑛 520 

into Eq. (A9) and rearranging the result gives rise to Eq. (31). These poles are at 𝑝 = −𝑓𝑚,𝑛 −521 
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𝜅𝑧𝜆𝑗,𝑚,𝑛
2  with numerical values of 𝜆𝑗,𝑚,𝑛. On the basis of Eq. (A12) with 𝜆 = √−1𝜆𝑗,𝑚,𝑛 and 522 

𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛
2 = 𝛾𝑗,𝑚,𝑛, the residues for these poles at 𝑝 = −𝑓𝑚,𝑛 − 𝜅𝑧𝜆𝑗,𝑚,𝑛

2  can be 523 

expressed as  524 

𝜙𝑗,𝑚,𝑛 =
−2𝜆𝑗,𝑚,𝑛cos[(1+�̅�)𝜆𝑗,𝑚,𝑛]exp(−𝛾𝑗,𝑚,𝑛�̅�)

𝛾𝑗,𝑚,𝑛[(1+2𝜀𝜅𝑧)𝜆𝑗,𝑚,𝑛 cos 𝜆𝑗,𝑚,𝑛+(1−𝜀𝛾𝑗,𝑚,𝑛) sin 𝜆𝑗,𝑚,𝑛]
       (A14) 525 

As a result, the inverse Laplace transform for Eq. (A1) is the sum of Eqs. (A9) and (A13) and 526 

a simple series expended in the RHS function in Eq. (A14) (i.e., 𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞

𝑗=1
). 527 

Finally, Eq. (30) can be derived after taking the inverse double-integral transform for the result 528 

using the formula that (Latinopoulos, 1985, Eq. (14)) 529 

ℎ̅(�̅�, �̅�, 𝑧̅, 𝑡̅) = 𝜉 ∑ ∑ (𝜙𝑚,𝑛 + 𝜙0,𝑚,𝑛 + ∑ 𝜙𝑗,𝑚,𝑛
∞

𝑗=1
)𝐹𝑚𝐹𝑛𝑈𝑚𝑈𝑛

∞

𝑛=1

∞

𝑚=1    (A15) 530 

where 𝜉 and 𝑈𝑚𝑈𝑛 result from 𝜉𝑈𝑚𝑈𝑛 in Eq. (28). 531 
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Table 1. Classification of existing analytical solutions involving localized recharge. 1 

References Aquifer domain Aquifer boundary conditions 
Recharge 

Remarks 
Region Rate 

1D groundwater flow 

Hantush (1963) Infinite extent None Strip Constant  

Rao and Sarma (1980) Finite extent Dirichlet Strip Constant  

Rao and Sarma (1984) Finite extent Dirichlet and no-flow Strip Constant  

Latinopoulos (1986) Finite extent Robin and Dirichlet/no-flow Strip Seasonal pulse  

Bansal and Das (2010) Semi-infinite 

extent 

Dirichlet Strip Constant Sloping aquifer bottom 

2D groundwater flow 

Hantush (1967) Infinite extent None Rectangle Constant  

Manglik et al. (1997) Rectangle No-flow Rectangle Arbitrary function of time  

Manglik and Rai (1998) Rectangle Dirichlet Rectangle Arbitrary function of time  

Bruggeman (1999) Vertical strip Robin Strip Constant Laplace equation 

Chang and Yeh (2007) Rectangle Dirichlet Rectangle Exponential decay Sloping aquifer bottom 

Bansal and Teloglou (2013) Rectangle Dirichlet at two adjacent 

sides and no-flow at the 

others 

Rectangle Exponential decay Multiple recharges and pumping wells 

3D groundwater flow 

Dagan (1967) Infinite extent None Rectangle Constant Laplace equation; approximate solution 

Zlotnik and Ledder (1993) Infinite extent None Rectangle Constant Laplace equation 

Radial groundwater flow 

Zlotnik and Ledder (1992) Infinite extent with 

finite thickness 

None Circle Constant First-order free surface equation 

Rai et al. (1998) Circle Dirichlet Circle Exponential decay  

Ostendorf et al. (2007) Infinite extent with 

finite thickness 

None Circle Exponential decay First-order free surface equation 

Illas et al. (2008) Circle Dirichlet Circle Exponential decay Leaky aquifer 

2 
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Table 2. Default values of variables and hydraulic parameters used in the text. 1 

Notation Default value (unit) Definition 

h None Hydraulic head 

(x, y, z) None Variables of Cartesian coordinate 

t None Time 

(Kx, Ky, Kz) (10 m/d, 10 m/d, 1 m/d) Aquifer hydraulic conductivities in x, y, and z directions, respectively 

(Ss, Sy) (10-5 m-1, 0.1) Specific storage and specific yield, respectively 

I 0.1 m/d Constant recharge rate 

𝐼𝑡  None Transient recharge rate defined as 𝐼𝑡(𝑡) = 𝐼1 + 𝐼0 exp(−𝑟𝑡) 

(I1 + I0, I1) (0.1 m/d, 0.05 m/d) Initial and ultimate transient recharge rates, respectively 

r 103 d-1 Decay constant of transient recharge rate 

(B, l, w) (20 m, 1 km, 1 km) Aquifer initial thickness and widths in x and y directions, respectively 

d 50 m Shortest distance between the edge of recharge region and an observation point 

(x1, y1) 450 m Location of bottom left corner of recharge region 

(a, b) 100 m Widths of recharge region in x and y directions, respectively 

(K1, K2, K3, K4) 0.1 m/d Hydraulic conductivities of media between aquifer and lateral boundaries 1, 2, 3 and 4, 

respectively 

(b1, b2, b3, b4) 1 m Widths of media between aquifer and lateral boundaries 1, 2, 3 and 4, respectively 

(d1, d2, d3, d4) 450 m Shortest distances from the edge of the region to lateral boundaries 1, 2, 3 and 4, 

respectively 

R None min(𝑑1, 𝑑2, 𝑑3, 𝑑4) 

ℎ̅  None h/B 

�̅�  None R/d 

(�̅�, �̅�, 𝑧̅) (12, 10, 0.5) (x/d, y/d, z/B) 
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𝑡̅  None 𝐾𝑥𝑡/(𝑆𝑠𝑑2)  

(𝜅𝑦, 𝜅𝑧, 휀) (1, 0.625, 500) (Ky /Kx, 𝐾𝑧𝑑2/(𝐾𝑥𝐵2), 𝑆𝑦/(𝑆𝑠𝐵)) 

𝜉  0.1 I/Kz 

𝜉𝑡  None 𝜉1 + 𝜉0 exp(−𝛾𝑡̅)  

(𝜉1, 𝜉0, 𝛾) (0.05, 0.05, 2.5) (I1/Kz, I0/Kz, 𝑟𝑆𝑠𝑑2/𝐾𝑥) 

(𝑙,̅ �̅�, �̅�, �̅�) (20, 20, 2, 2) (l/d, w/d, a/d, b/d) 

(�̅�1, �̅�1) 9 (x1/d, y1/d) 

(𝜅1, 𝜅2, 𝜅3, 𝜅4) 0.5 (𝐾1𝑑/(𝐾𝑥𝑏1), 𝐾2𝑑/(𝐾𝑥𝑏2), 𝐾3𝑑/(𝐾𝑦𝑏3), 𝐾4𝑑/(𝐾𝑦𝑏4)) 

(�̅�1, �̅�2, �̅�3, �̅�4) 9 (d1/d, d2/d, d3/d, d4/d) 

  1 
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 1 

Figure 1. Schematic diagram of a rectangular-shaped unconfined aquifer with localized recharge (a) top view (b) cross section view. 2 
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 1 

Figure 2. Temporal distributions of the dimensionless head predicted by Manglik et al. (1997) solution for a no-flow boundary, Manglik and Rai 2 

(1998) solution for a Dirichlet boundary, and the present solution with 𝜅𝑧 = 1 for a Robin boundary. 3 

 4 
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 1 

Figure 3. Temporal distributions of the dimensionless head predicted by Manglik and Rai (1998) solution based on 2D flow and the present 2 

solution for 3D flow with various 𝜅𝑧. 3 

4 
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 1 

Figure 4. Temporal distributions of the dimensionless head for (a) 𝜅𝑧 = 10−2 and (b) 𝜅𝑧 = 10 predicted by Zlotnik and Ledder (1993) solution 2 

based on the assumption of Ss = 0 and the present solution relaxing the assumption. 3 

 4 
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 1 

Figure 5. Temporal distributions of the dimensionless head subject to a transient recharge rate predicted by Ramana et al. (1995) solution, Zlotnik 2 

and Ledder (1993) solution, and the present solution with 𝜅𝑧 = 1, 𝜅 = 100, and 휀 = 100. 3 
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 1 

Figure 6. Temporal distributions of the normalized sensitivity coefficients of the hydraulic head at the observation points of (a) (x, y, z) = (555, 2 

500, 10) and (b) (x, y, z) = (800, 500, 10) to the changes in parameters a, b, Kz, Ss, K1, Sy, and Kx. 3 


