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Manuscript hess-2015-414 entitled “Modelling evapotranspiration during

precipitation deficits: identifying critical processes in a land surface model”

We would like to thank the reviewers for their constructive comments on our
manuscript. This document outlines our point-by-point responses to the reviewer

comments and the improvements made to the manuscript.

Response to Reviewer #1

General comments

This paper addresses the important issue of land surface model behaviour during
lack of rainfall. Its plots are clear and the statistics appear sound, albeit somewhat
basic. However, | felt somewhat empty-handed at the end. Very little, process
understanding was gained. Why are the key equations not provided? There are
various points in the paper where | get the impression the authors have used the
model like a black-box without truly understanding the equations within the model.
This is also evident from their description of the model physics, soil physics in
particular. This is a missed opportunity and leaves the reader somewhat frustrated. |
guess most of the Conclusions could have been drawn without having gone through
this considerable modelling exercise. More in-depth explanation of the findings is
required using equations presented and explored explicitly, not tentatively (using

words such as ‘likely’, ‘multiple explanations are possible’, etc.

We have addressed the reviewer’s concerns by including key equations in the paper
to support the conclusions reached in the paper. We have also added more in-depth
discussion to attach broader relevance to the paper’s findings, including more
detailed examination of each of the model process analysed here (soil, LAI,
hydrology and stomatal conductance). We have provided additional supplementary
figures to illustrate these points. However, we would like to point out that some
explanations remain necessarily tentative due to a lack of observations to test
specific model processes but the proposed mechanisms firmly rely on existing

CABLE parameterisations.

Specific comments
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Page 10792: | think the statements in lines 3-8 are somewhat naive.

“We use QE because it is the variable that links the land surface energy, water and
carbon budgets. It is also one of the variables supplied by the land surface to the
atmosphere and is therefore important to a climate model. We do not use soil
moisture as evaluating soil moisture from LSMs directly is problematic (Koster et al.,
2009) due to different soil structures assumptions, storage capacity and timescales

inherent in how LSMs represent this variable”.

Soil moisture, and the models underlying hydraulic properties and soil water transfer
and root water uptake equations, ultimately determines the latent heat flux; via
transpiration and direct soil evaporation. If a model gets QE right, but soil moisture
content (considerably) wrong, this is a sign of poor process presentation particularly

with regards to soil hydrology and plant water stress parameterisations.

Also, what exactly is meant by ‘soil structure assumptions’. This is unclear

terminology.

We agree that evaluating LSMs against soil moisture would be valuable for better
understanding hydrological processes in models and acknowledge this in the revised
manuscript (section 2.1). However, many discrepancies exist between a real soil
column and a model’s representation that make direct comparison extremely difficult,
even if appropriate observations existed. Examples in this case include
homogeneous soil properties with depth (there are no soil horizons), bedrock
distribution and the commensurability of layer discretisation and measurement
depths. In addition, few long-term in-situ observations are available for these flux
tower sites that record soil moisture changes at appropriate depths (for example
CABLE divides the soil into multiple layers with a total depth of 4.6 metres).
Furthermore, in-situ measurements are highly localized in nature and strongly
depend on local soil properties, making direct comparison to larger-scale models
difficult (Koster et al., 2009). Remotely-sensed soil moisture products only record the
top few centimetres of soil moisture (with the exact depth dependant on vegetation
and soil moisture conditions) and typically from a coarser scale than the flux tower
point fetch. Thus, these are not helpful for evaluating soil moisture outputs from
LSMs in the context of our study. Given the discrepancies between modelled soil
moisture and currently available observations, we feel that the uncertainty associated
with evaluation against soil moisture means it is of limited value and flux tower

measurements of Qg remain a valuable alternative.
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Line 25: soil texture is generally not a model parameter. It is used to derive other
parameters from, such as hydraulic conductivity or the water retention curve. On the

next page line 13 you use the term soil properties, which would be more appropriate.

The reviewer is right to highlight that in models soil texture is often used to derive
other properties, such as hydraulic conductivity or the decomposition rate in
CENTURY-type models (and thermal conductivity in CABLE). Nevertheless, it is
correct to describe soil texture, the fraction of sand, silt and clay as a model
parameter in the CABLE (and other) models. We have replaced soil “texture” with

“properties”.

Page 10792:

Line 15-17 You say “Where the LSM cannot capture the observations, despite
variations in LAl and soil parameters, points to systematic errors in the model's

representation of physical processes”

| guess we could consider this roughly to be the case, but this ignores errors in
driving variables and energy balance closure errors, or the fact that your parameter

range was possibly unsuitable.

We agree with the reviewer that flux tower measurements themselves contain errors,
notably in energy balance closure. We have acknowledged this in the Discussion of
the revised manuscript (Section 4.1). However, it appears highly unlikely that the
CABLE biases identified here are solely an artefact of erroneous driving/evaluation
data due to the large and strongly seasonal nature of Qg biases. In fact, Haughton et
al. (in review) showed based on the PLUMBER results (Best et al., 2015) that
problems with energy balance closure in flux tower data do not account for the poor
performance of LSMs (including CABLE) when compared against simple
benchmarks. We have employed the forcing data and Qg observations from the
PLUMBER study.

We have tested a very large range in soil parameters by varying soil properties from
sandy to clay soil type. These represent the extreme soil types available in the
standard CABLE soil input dataset but it is not possible to quantify if this soil dataset
reflects the full range of soil properties at the flux tower sites. LAl was varied by site

depending on the remotely sensed MODIS data. It is possible that the range in LAl
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does not capture site LAl in some cases. However, this and previous studies (Kala et
al., 2014) have pointed to a limited sensitivity of CABLE-simulated total Qg to LAL It

is thus unlikely that LAl errors could account for the high seasonal biases in Qg.

Also, it is not sure that the error in QE was related to soil hydrological
parameterisations. It could just as well have to do with soil thermal and land surface

radiative parameterisations, affecting sensible and soil heat flux.

The nature of the errors in Qg and the responses of those errors to the parameters
and parameterizations strongly points to errors being related to the hydrology. This is
supported by Haughton et al. (in review), who found that errors in the partitioning
between latent and sensible heat, rather than in the calculation of net radiation and
ground heat flux, accounted for the poor performance of LSMs when evaluated
against simple benchmarks. Without independent observations of all elements of the
surface radiation balance it is of course impossible to be certain but it is a reasonable

conclusion based on results across multiple sites that the hydrology is the problem.

Page 10795:

Lines 8-9: “The soil module simulates the transfer of heat and water within the soil

and snowpack following the Richards equation”.

This is incorrect: soil heat transfer cannot be determined with the Richards equation.

It is generally determined with the Fourier’s law.

The reviewer is of course correct and we have removed this reference to heat

transfer.

Page 10796:

Line 4-5: “It does not distinguish between saturated and un-saturated top soil

fractions or simulate groundwater dynamics”

This sentence needs elaborating. Distinguish in what way? In the context of surface

run-off? At the moment it reads as if model soil moisture plays no role in any soil
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hydrological process.

We have clarified that the old scheme does not simulate saturated and unsaturated
top soil fractions separately but rather treats the top soil layer as one entity, which is
either fully saturated or unsaturated. Neither does it take account of water storage in
groundwater aquifers, or recharge from those water stores. These are two key
differences between the new and default schemes and are therefore highlighted in
the text.

Page 10796: Line 24: ..... Table S2.

Table S2 in Supplementary material contains soil physically incorrect terminology. It

should be “Soil dry bulk density” not simply “Soil density”.

Also, “suction at saturation” is per definition equal to zero. What you mean is “suction
at air entry point”. Furthermore, suctions always have positive values. If you use
negative values, as in Table S2, it should be referred to as “matric potential” or rather

“matric head” as you are working in length units.

Finally what is meant exactly by soil heat capacity? At air-dry or saturated moisture

content? Why are these values the same for all soil texture types?

We have corrected the terminology in Table S2 as per reviewer comments. The dry
soil heat capacity has an identical value across the three soil classes as 850 (J/kg/C)
was the value provided for the sandy and clay soil types in the standard CABLE soil
input data set used in this study (provided with the standard CABLE distribution). The
“‘medium” soil class uses the median value of the sandy and clay soils and thus also

uses the same value.

Page 10798:

Lines 1-4: “The default hydrological scheme uses these three soil parameter sets
directly, whereas the new scheme employs an empirical approach to calculate the
parameters governing water holding and thermal capacities from sand, silt and clay

fractions”

| am not sure what is meant here? The default scheme also has values for wilting
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point moisture content etc. They must also have been derived from texture?

The default scheme uses all soil parameter values in Table S2 as inputted, whereas
the new scheme only uses inputted sand, silt and clay fractions and calculates the
other eight parameters from these texture parameters using pedotransfer functions

(see comment immediately below). We have clarified this in the text.

In both cases using so called ‘pedotransfer functions’? Use this word instead of
“empirical approach”. Which ones were used? By the looks of it Cosby et al., seeing
you are using the Clapp and Hornberger B parameter? You need to state this

explicitly.

Also, these soil hydraulic parameters govern more than just water holding capacity.
They govern soil water transfer via Darcy’s law and Richard’s equation (with Ks

embedded in them).

Finally: you are using heat capacity, but is thermal conductivity not required in

Fourier’s law?

The new and old schemes use Clapp and Hornberger (1978) relations to relate soil
moisture, soil matric potential, and hydraulic conductivity. The old scheme uses a
look up table to relate the inputted soil class (e.g. sand or clay) to the parameters in
the Clapp and Hurnberger formulation. The new scheme, however, follows the work
of Cosby et al. (1984) and uses pedotransfer functions to relate the sand, silt and
clay content to the parameters in the Clapp and Hornberger equations, thereby
negating the need for a look up table. We have clarified this in the text and replaced

“water holding capacities” with “hydraulic properties”.

CABLE calculates thermal conductivity from soil texture parameters (sand, clay and

silt fractions) and thermal conductivity is thus not an input parameter.

Line 6-7:” Leaf area index (LAI) plays an important role in the surface energy balance
in CA- BLE (Kala et al., 2014)”.

Can this sentence be elaborated upon by 1-2 follow-on sentences? In what way? By

upscaling from leaf to canopy scale conductance? In light interception?
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We have added further details on the use of LAl in CABLE. It is used to calculate
aerodynamic resistances, partitioning the absorbed radiation flux between sunlit and

shaded leaves and to scale fluxes from the leaf to the canopy.

Page 10799:

Line 1-3: “...... the dry periods were defined based on precipitation as this allowed the
use of available observations, but we note the simulated fluxes will also depend on

other processes such as soil moisture availability”.

The simulated fluxes will also very much depend on the driving variables that
determine evaporative demand. That has been overlooked in this definition of ‘dry

periods’.

As we point out in the text, there are various ways to define a “dry” period. We have
added evaporative demand as one such definition. We have chosen to use
precipitation as this relies directly on available observations, but acknowledge that
many other indices could have been chosen. As the dry periods used in this study
coincide with the hottest part of the year in most cases, an alternative definition of a
dry period taking into account evaporative demand should broadly coincide with the
time periods used here. Given the large biases in CABLE that clearly coincide with
periods of low rainfall (Fig. S6), we do not believe that the choice of drought definition

compromises the results.

Line 8-10. “The dry-down period generally coincides with the maximum and the
following minimum observed latent heat flux during the one-year period but has been

adjusted for some sites to best capture typical model behaviour (Fig. S6)”.

What is meant by this exactly?

We mean that usually the periods to be analysed are chosen via an automated
procedure but on occasions we adjust the period chosen where there is a better
example that is not identified automatically. We have modified the text to elaborate
this.
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| feel what is missing from the paper is a basic description of plant water stress, e.g.
along the lines of the beta function in the Jules model (see Egea et al. 2011). |

understand CABLE uses the same approach?

We have added a description of the plant water stress function in CABLE in the
Methods. CABLE uses a similar beta function to JULES and a number of other
LSMs.

Page 10800 Lines 23-24: “This is likely due to overly rapid drying of top soil layers,
which strongly control QE in CABLE (De Kauwe et al., 2015c)” But which process is

being affected (mostly) here? Transpiration or evaporation?

In both cases soil moisture content is a key variable, yet we do not get any insight

into how well this variable is predicted by the model.

We have clarified in the text that transpiration is affected and elaborated on the
reasons behind the rapid drying. We have also added a supplementary figure
showing the individual components of evapotranspiration (soil evaporation and

transpiration) during the dry-down periods.

In addition, we have added a supplementary figure showing soil moisture variations
for the new and default hydrological schemes for each of the six soil layers during the
one-year periods. Unfortunately soil moisture observations do not exist for soil
depths used in CABLE (4.6 m) or are not made freely available at these sites. We
agree that the model should ideally be evaluated against soil moisture as an
additional constraint but this was not possible and, in common with many other
studies (e.g. De Kauwe et al., 2015; Li et al., 2012; Whitley et al., 2015), we have

instead relied on Qs measurements.

Lines 23-24: “This is particularly evident during warmer summer months when fluxes

are more strongly moisture-limited”

One may assume that this is indeed the case, but with no information on soil

moisture content, nor how SMC affects evapotranspiration, this remains speculative.

We have added a supplementary figure showing soil moisture variations (see
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comment immediately above). We have also added the plant water stress and soil
evaporation functions in the Methods to show how soil moisture limits both

components of ET.

Lines 27-28: “While encouraging, this is likely due to compensating errors, such that
early season overestimations in QE are counteracted by underestimations during the
dry-down periods.“ Remove the word likely. It either is or it isn’'t. You have the data in

front of you.

We have removed ‘likely’.

Page 10801 Line 8: “The model dries down too quickly”. The model itself is not

drying...

We have rephrased the sentence.

Line 12-14: “These characteristics of CABLE are not dependent on the choice of LAI,
gs, or soil parameters; the range in QE fails to overlap the observations irrespective

of how these properties are varied.”

| have not been able to find anywhere in the paper between what values these
variables have been ranged. Nor am | sure what is meant by soil variables. Are these

the soil hydraulic variables? Or texture percentages?

The range in LAl is shown in Figure S5 and referenced clearly in section 2.2.5, which
also details how the LAI time series were generated and varied between model runs.
Soil parameters are discussed in detail in section 2.2.4 and the parameter values of
each of the three soil classes that were used as CABLE inputs are displayed in Table
S2. The soil parameters were varied between the values of three soil classes. We
have reworded the sentence to state that the results are not dependent on the choice

of LAl or soil inputs or gs parameterisations.



o U1 AW

10
11

12

13
14
15

16
17
18
19
20

21
22
23

24

25

26
27

28
29

Page 10802

Line 19-23: “Both hydrological schemes are sensitive to soil parameters during the
dry- down period but show smaller variations due to soil during other parts of the
year (see Amplero, Blodgett, Howard Springs and Palang in Figs. 6 and 7). This
transition from low to high sensitivity occurs as soil moisture stores begin to deplete

and QE becomes increasingly limited by moisture supply”.

This last sentence seems a very obvious statement. Does it need stating? How
meaningful is it anyway, if we are not told (at least approximately) how CABLE deals

with plant water stress?

As stated in a previous comment, we have added an equation for plant water stress

and a figure showing soil moisture variations during the dry-down period.

Line 23-25: “The new hydrological scheme uses a narrower range of parameter
values for water holding capacity and conductivity (Table S2) and thus results in a

smaller range of uncertainty due to soil parameters.”

As far as | can see Table S2 does not give a range per soil parameter. It gives one
value only for each soil texture type. Also, what is meant by water holding capacity?
Water holding capacity is defined as the total amount of water a soil can hold at field
capacity. Did you mean ‘water retention curve’. Furthermore, ‘conductivity’ needs to

read ‘hydraulic conductivity’

The model was ran using three alternative soil classes as per Table S2, generating a
range of 3 parameter values in simulations. Table S2 details the parameter values for

each soil class. The sentence in question was removed from the text.

Page 10803

“The slope parameter affects the rate of subsurface drainage and represents a key

difference between the new and default schemes”

If this is the case, then why the emphasis on water retention? These parameters are

generally related to plant water availability.

10
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We are not sure what the Reviewer means here. We hope that the additional edits
we have implemented will satisfy the Reviewer but are open to further changes if

their comment can be clarified.

Why is the slope parameter not in Table S27?

The slope parameter is not a soil parameter but was varied separately in additional
simulations between 0 and 5 degrees using the “medium” soil class and new

hydrology only, as detailed in Section 2.2.2.

What meaning does this parameter have anyway at the site scale?

The slope parameter can be obtained from high-resolution elevation data at scales
relevant for flux tower sites. In this case, the slope reflects the average slope of a 3x3
km area centred around the tower. The surface slope derived with this method only
reflects the slope at a scale larger than the footprint of the site and, as we
acknowledge in the manuscript, it is a first order approximation to the features
affecting subsurface drainage such as bedrock slope and lateral heterogeneity in
subsurface properties. However, as the model was shown to be sensitive to the
choice of slope, we believe it is important to discuss the effect of the slope parameter

on Qg simulations.

Page 10804

Seems this section makes a lot of rather obvious statements that could have been

made without the work conducted in this paper.

The Reviewer demonstrably has a deep understanding of the areas covered by this
paper. We suggest that other readers may not see all the statements as obvious and
in any case, demonstrating statements supported by evidence is useful. We do agree
that some of our discussion and conclusion is fairly straightforward for the expert, but

we are also writing for readers who may not have the awareness of the Reviewer.

11



10
11
12
13
14
15
16
17
18

19
20

21

22
23
24

25
26
27
28
29

30

Page 10805

Lines 5-7: “The reason for the overestimation of peak fluxes is not clear but is not
resolved by the new hydrological scheme despite this parameterising many of the

relevant processes differently”.

This sentences underlines the frustrating nature of this paper: CABLE is used like a
black-box without the authors truly having investigated the inner workings of the

model. | doubt this is acceptable to the journal and its readers.
Why/how would changes in a slope parameter affect soil evaporation?

We have added equations to show how soil evaporation is treated in each
hydrological scheme. We also demonstrate that these changes do not resolve the
biases. As several of the processes that can be responsible for the excessive soil
evaporation cannot be constrained from observations at these flux sites, it is not
possible to present definitive reasons behind these biases. Such reasons include
errors in LAI. This is a systematic bias in CABLE and warrants a separate body of
work to fully understand the model errors relying on alternative data streams. We
simply highlight this excessive spring Qe as a possible mechanism for depleting soil
moisture stores earlier than observed but without an alternative scheme available to

test, it is not possible to fully quantify this in the present study.

In terms of the slope parameter, if slope increases such that runoff increases soil

evaporation is affected by water balance constraints.

Line 9: “..multiple potential causes to this excessive QE??” There are only a limited
number of causes and they are all embedded in the equations that determine soil

evaporation.

Multiple causes was used to highlight that there are a number of processes affecting
simulation of soil evaporation, which the section goes on to discuss. We have
reworded this sentence. However, soil evaporation can be affected by causes
unrelated to the equations that describe soil evaporation via changes in state

variables.

12
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Page 10806

Line 9-11 “Other model processes, particularly vegetation response to drought, have
been identified as critical for capturing drought processes and shown to improve

CABLE performance during droughts but were not explored here.”

| do not understand this? Wilting point and field capacity are two key parameters in
the CABLE model plant water stress factor (empirical scalar beta, see De Kauwe et
al. 2015).

So implicitly you have explored vegetation response to drought?!

The Reviewer is correct that we vary the wilting point and field capacity parameters,
which are part of the water stress function. However, we do not contrast alternative
formulations for plant water stress as this has been done elsewhere (De Kauwe et
al., 2015b; Li et al.,, 2012; Egea et al. 2011). Instead, we have explicitly explored
hydrological processes and errors in model inputs as alternative explanations for
poor simulation of Qg during dry-down, which has not been fully resolved in previous

studies.

One can also argue that the water stress function in its current form does not reflect
vegetation drought responses as we understand them from experiments, as it takes
no account of plant adaptations to drought in dry environments (De Kauwe et al.,
2015). It mostly reflects properties of soil, and has little empirical support (Medlyn et
al., in review). This section discusses the limitations of this approach and discusses
alternatives presented in other studies as a means to improve drought simulations.

We have reworded parts of this section to clarify this.

References:

Best, M. J., Abramowitz, G., Johnson, H. R., Pitman, A. J., Balsamo, G., Boone, A.,
Cuntz, M., Decharme, B., Dirmeyer, P. a., Dong, J., Ek, M., Guo, Z., Haverd, V., van
den Hurk, B. J. ., Nearing, G. S., Pak, B., Peters-Lidard, C., Santanello, J. A.,
Stevens, L. and Vuichard, N.: The plumbing of land surface models: benchmarking
model performance, J. Hydrometeorol., 16, 1425-1442, doi:10.1175/JHM-D-14-
0158.1, 2015.

Clapp, R. B. and Hornberger, G. M.: Empirical equations for some soil hydraulic
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Abramowitz, G. and Mocko, D.: Influence of Leaf Area Index Prescriptions on
Simulations of Heat, Moisture, and Carbon Fluxes, J. Hydrometeorol., 15, 489-503,
doi:10.1175/JHM-D-13-063.1, 2014.
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(CABLE) to seasonal drought, J. Geophys. Res., 117, G04002,
doi:10.1029/2012JG002038, 2012.

Medlyn, B., De Kauwe, M., Walker, A., Duursma, R., Luus, K., Mishurov, M., Pak, B.,
Smith, B., Wang, Y.-P., Yang, X., Crous, K., Drake, J., Macdonald, C., Norby, R.,
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Eucalypt woodland, Glob. Chang. Biol., in review.
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Australian tropical savannas, Biogeosciences Discuss., 12, 18999-19041,
doi:10.5194/bgd-12-18999-2015, 2015.

Response to Reviewer #2

General comments:

The premise of this study, which is “to systematically evaluate the ability of land
surface models to simulate [biological and physical] processes [and ecosystem
dynamics] during soil moisture deficits* (lines 7-9, pg 10791) is a critical scientific
objective for hydrological, ecosystem and climate change research and is a
prerequisite for making predictions about how the function and services of different
vegetation types will be altered by anthropocentric forcings in the coming century.
The subject matter and scope of this study is appropriate for HESS. This study has
potential to become a high impact and well cited paper. However, in this current
version, this manuscript falls short in making significant advances in model
understanding and in convincing me that they have appropriately interpreted their
statistics. Therefore, this manuscript needs significant revisions before it should be

considered for publication in HESS.

First, it strikes me as strange to use the variation that soil texture produces in model
output as a way to evaluate the skill of the model to capture Qe of particular flux
towers with a known soil texture. We would expect different soil textures to produce
different magnitudes of Qe for different vegetation types. We would also expect
different soil textures to produce different patterns of Qe during drying periods for
different representations of the soil physics. These two results are indeed shown by
the red curves in Figures 6 and 7. But what is not clear to me is how the observations
relate to the variation produced by these two alternative formulations and by the
contrasting soil type. Without observations of the same vegetation under the same
climate, but growing on different soil types, there is no way to tell which model
formula is correct. In other words, how would the observations change if the
vegetation were growing on a different soil type? The default formula predicts that Qe
would behave one way while the new formulation predicts that Qe would behave
another way—but which one is correct, you cannot tell from the information

presented in this study.
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The same case as above can also be made for LAl since the authors prescribed it
rather than evaluate the model’s ability to predict it. Therefore, the authors should
use the known LAI as a constraint on Qe in order to understand other aspects of the
model that are poorly constrained. In contrast, how gs is regulated is not known and

therefore, this type of comparison to observations does make sense.

We explore the role of key model inputs (LAl and soil) and alternative
representations of hydrology and stomatal conductance to further understand biases
in CABLE identified in previous studies (De Kauwe et al., 2015b; Li et al., 2012). We
concentrate on dry-down periods as model simulations of Qg are particularly poor

during these periods.

We disagree that soil properties or LAl are well constrained at flux tower scales, and
even less so at larger scales at which LSMs typically operate (20.5 degrees) in
coupled models. Data on some soil properties can be obtained for flux tower sites,
but even at these scales, soil properties are likely to be variable in space (Koster
2009) and uncertain across the tower footprint (typically around 1 km? but dependent
on the height of the tower). Similarly, in situ LAl is not a standard measurement
provided at flux sites and, consequently, site LAl is typically derived from remotely
sensed products (as was done here). Many studies have identified uncertainties in
these products for representing both magnitude and timing of LAl variations (De

Kauwe et al., 2011 and references therein).

We agree that testing model sensitivity to these inputs, as was done here, does not
provide us process-level understanding of Qg simulations. However, it is a useful
exercise to understand the contribution from input uncertainties to the poor

simulation of QE.

Using datasets relevant for global-scale applications where soil information is derived
from coarse gridded data and highly uncertain at any particular location, we showed
that despite varying these inputs, CABLE was unable to capture observed Qg. This
results contrasts previous work demonstrating reasonable simulations of monthly Qg
at large scales (Decker, 2015). This suggests that the representation of processes

governing Qg in CABLE must be insufficient.

Second, it is not clear how to interpret Figures 3, 4, and 8. We would expect NME

and MBE to get increasingly large when the model is configured for a soil type that is
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not consistent with the known soil type for the flux tower. But, that doesn’t mean the
model is performing poorly (“performance” In13 pg 10799). Indeed the model may be
performing correctly for the vegetation that its soil type is configured for. In fact, |
would be alarmed if NME = 0 even though soil texture was changed. Therefore, it
should be argued that NME values near 0 or 1 indicate that the model is performing
poorly when the soil type in the model does not match the observed soil type. But
this distinction is not clear in the manuscript. More importantly, what can we really
learn from the reported NME and MBE values when all values are groups together
even though there is a mismatch between LAI and soil texture for some of the Mj and
Oj values, but not others? How do they inform us in terms of model development

when some of the values being put into Mj and Oj are not the same thing?

As discussed above, our analysis tests the sensitivity of CABLE to these inputs. If the
model was sensitive to these parameters and able to capture observations with some
combination of LAl and soil parameters, it would be hard to distinguish between poor
process representation and uncertainties in model inputs, particularly in larger-scale
applications where some inputs are poorly constrained at any particular location (as
we discuss in the revised introduction). We show this is not the case: CABLE fails to
capture observed Qg in many cases no matter how the inputs are varied, highlighting
deficiencies in process representations. We contrast two possible parameterisations
for soil hydrology and stomatal conductance to explore this aspect further and show
clear improvements in model performance when parameterising soil hydrology

processes differently.

Third, the scope of the study is of limited appeal as it is presented. The manuscript is
written as if it were speaking mainly to those interested in modelling the soil
boundary condition for a land surface model. The model is just a tool for gaining
more detailed understanding (or making predictions) about the system of interest.
The study would be appealing to a much broader audience if the authors described
what the predictions of the competing hypotheses (i.e. parameterizations) mean in
terms how we understand ecology, physiology, and hydrology in a world with a
changing climate, and not make the central focus of their discussion simply about
model errors. As one example, the authors used two alternative formulas for gs, each
representing very different hypotheses about stomatal regulation. Interestingly, the

models predicted that the mode for stomatal regulation has very little effect on Qe

17



o U1 A W N

10
11
12

13

14
15
16
17
18
19
20
21
22
23
24
25
26

27
28
29
30

31
32
33

during periods of water stress for all sites except Howard Springs (Figs. 6 & 7). This
is a remarkable result with significant ecological, hydrological and climatological
implications that needs to be expanded upon in the Discussion. There are many
other example as well. After reading this paper, | did not come away with a clear
sense about new hypotheses to test, observations and experiments to make, and

model formulas to develop. (See also Specific comments 1c and 1d).

We have added additional sections in the Discussion to discuss each
parameterisation separately to clearly identify why (or why not) each of the
processes explored improves CABLE simulations of Qg during dry-down. We have
also highlighted model processes that should be explored in future work to resolve
existing model biases but could not be constrained form available data at the flux

sites analysed here.

Third, there is a considerable amount of information contained in the figures that
should be flushed out in order to give greater clarity about the relative contribution
each parameterization contributes to the variability in Qe. Take Figure 5 for example
(but this comment pertains to all the figures), all of the “alternative LAI, gs, and soil
parameterizations” (Fig.5 caption) are all mixed together to show the variation of the
time series of Qe. Does one particular parameterization account for most of the
variation on either the high end or the low end? If not, say so in the discussion. If so,
what does the sensitivity (or lack thereof) to a particular parameterization mean in
terms of the ecology, hydrology, physiology, and climatology of the different
systems? What are the implications of the predictions of the different
parameterizations? Constructing the analysis and discussion in this manner will give
much clearer guidance to modellers and empiricists about modelling, experimental

and observational needs.

As discussed above, we have extended the discussion to discuss each
parameterisation in more detail to give the reader a better understanding of the wider
implications of the findings and to clearly identify what processes our study shows

are important for simulating Qg during dry-down.

We have separated the effects of each parameterisation (hydrology, LAI, soil and gs)
in the figures. Figure 5 shows the range in Qg separating the effects of the default

and new hydrological schemes. The effects of LAI, soil and gs are separated in
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Figures 6 and 7, separately for both hydrological schemes. We have added

additional labels to the Figures to clarify the purpose of each figure.

Specific comments:

1. The message of this paper needs to be tighten-up considerably throughout the

existing text and expanded upon in the Methods and Discussion. For example:

a. The Introduction is not particularly focused. It would be helpful if the Introduction
were organized around a Problem Statement that is explicitly articulated at the
beginning. The Problem Statement should address the culminating result of the study
(i.e. lines 4-7, pg. 10804). Unfortunately, the reader has to get all the way to lines 7-
9, pg 10796 before they encounter the actual Problem Statement that this analysis

attempts to resolve.

We have reorganised the introduction to clearly discuss why we have chosen to
explore uncertainties arising from hydrological and gs parameterisations and soil and
LAl inputs. A better representation of hydrological processes has been identified as
necessary for improving LSM simulations of drought (Tallaksen and Stahl, 2014) but
has not been widely explored in previous studies. On the other hand, quantifying
errors arising from parameter uncertainties is useful for separating parameter
uncertainties from inadequate model parameterizations to identify where the model is
unable to capture observations despite ranging key inputs, pointing to likely errors in

model mechanisms.

b. Lines 19-25, pg 10791. Why do these models get these results and how do these
results relate to the Problem Statement? In other words, what is the rationale for
focusing on soil physics instead of biological processes? There is a huge body of
literature that suggests we need to emphasize improving our understanding and
representation of biological processes such as phenology or plant water-transport,

rather than focusing on improving the soil boundary conditions.

Plant responses to drought in CABLE have specifically been explored elsewhere. De
Kauwe et al. (2015b) and Li et al. (2012) implemented alternative plant water stress
and root water uptake functions into CABLE but did not fully resolve existing biases

in CABLE during dry-down periods. This manuscript explores other aspects of Qg
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simulations, including soil hydrological processes and stomatal conductance, that are
key model processes regulating Qg fluxes but it is not known from previous studies if
they account for underestimations of Qg during dry-down. We hope the revised
introduction addresses the importance of exploring these processes further. That
said, we agree that there is a large literature highlighting the need to improve the
representation of biological processes, and it is now becoming clear in the climate
model literature that this risks an imbalance with the need to improve the hydrological

literature. We suggest both are necessary, and reflect on this in the Discussion.

c. The Methods need to include equations for all of the alternative parameterizations
examined. The Methods also need to include a Table of parameters and parameter

values to maximize the transparency and reproducibility of this study.

We have added equations for the alternative stomatal conductance schemes in the
Methods. It is not desirable to reproduce the large number of equations associated
with the alternative hydrological schemes, these are fully documented in Decker
(2015). However, we have included a number of key equations in the methods as

they relate to the discussion later in the manuscript.

Table S2 fully details the soil parameters used in this study and Figure S7 shows the
LAl values. Stomatal conductance parameters are available in De Kauwe et al.
(2015a), which is freely available. We have referred the reader to this paper in

section 2.2.3 of the revised manuscript.

d. The Discussion needs to map out how the equations and parameters (i.e. from 1b
above) explicitly link to the different Results illustrated in the Figures. Without doing
1b and 1c, the model remains a bit of a black box, and therefore, it is difficult for
modellers to know how to improve the existing formula and what specific parameters
are controlling the output. Making these linkages is also important for informing

empiricists on which field measurements should be prioritized.

We have added additional sections in the Discussion where we discuss each

parameterisation separately, see earlier comment.
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e. The influence of the “slope parameter’ seems to be a key finding, yet it is given
very little attention at the end of the Results and there is no mention of it in the
Discussion. The authors state: “The slope appears more critical for simulation of Qe
than the other parameterizations investigated here and has strong effect on the
magnitude of the fluxes primarily during dry-down” (lines 19-21, pg 10803). The
authors also state “our goal was to determine whether CABLE can capture dry-
down associated with rainfall deficits as the components of the model are varied
[among which is the hydrology scheme and slope parameter], or whether the model
lacks the mechanisms to simulate this phenomenon” (lines 9-11, pg 10808). [Bold
type face is the Reviewer's emphasis.] The authors fall short on meeting this goal
when they fail to mention the role of one of the most “critical” parameters in the

Discussion.

The slope parameter affects the rate of subsurface drainage. A steeper slope
parameter increases drainage from lower soil layers, reducing soil moisture and
aggravating plant water stress under dry conditions. We discuss this in more detailed

in the Discussion of the revised manuscript.

f. Many statements throughout the Discussion need to clearly reference a figure (a
few examples are given below). Also, each figure published in the Results section
needs to be referenced and discussed in the Discussion section. Otherwise, any
figure that is not discussed in the Discussion section should be moved to the
Supplement because it is clearly not central to the main message of the study;

rather, it is just supporting information.

We now reference each figure in the Discussion as they relate to the statements

made, with the exception of Figure 1, which shows the location of study sites.

2.Lines 23 & 28, pg 10800. “Likely due to” This is speculative in both cases. The
beauty of using a model is that you can know these two things. By not
exploring the output and knowing these for sure, statements like these are not
very useful for either modellers or empiricists because they do not

unequivocally tell us where to concentrate our efforts (or even worse—
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speculative statements can lead us down the wrong road). Also, “drying soil”

and “compensating errors” both need to be quantified and demonstrated.

We have removed the speculative wording. We have added a supplementary figure

showing soil moisture variations during the dry-down period.

3.Lines 21-22, pg 10806 “high soil evaporation may result from...” This is
speculative. The authors can know this with closer inspection of the canopy

turbulence output of their model.

We agree with the Reviewer that this comment was a little speculative and

consequently we have removed it.

4.Lines 3-4, pg 10807. “seasonal droughts”. Do you mean dry season? | am not sure
what a “seasonal” drought is. Droughts by definition are some type of water-
deficit anomaly--be it measured in terms of rainfall, soil moisture, streamflow,
etc—and anomalies are not seasonal, they are atypical. This is an important
distinction to make because vegetation in areas with dry seasons are adapted
for those dry seasons. However, depending on its severity, the plants may not
be adapted for a drought that is layered on top of a dry season, which could

be an important ecological filter for certain species as climate changes.

We have corrected this to “seasonal-scale” as used elsewhere in the manuscript.

Technical comments:

Lines 24-26, pg 10790. Awkward sentence. Reorganize as: “LSMs form an integral

part of global climate models by controlling how net radiation is partitioned...”

We have reorganised the sentence as per reviewer suggestion.

Lines 22 & 23, pg 10797 “87%” and “66%” These do not match Table S2.
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We have corrected this in the manuscript.

Line 2, 10798. “empirical approach” What is this? Elaborate.

We have clarified this (see comment to Reviewer #1).

Lines 16-17, pg 10800. “Overall, both hydrological...” This sentence is not really true

for all sites. E.g. see Harvard Forest or Umich.

This behaviour is typical of most sites, including Harvard Forest for some parameter
choices (see Figure S1). The sentence does not suggest this applies to all sites (note

“overall”).

Lines 9-10, pg 10802. “due to compensating biases” What are these?

The sentence goes on to explain this: “early season overestimations in Qg are

counteracted by underestimations during the dry-down periods”.

Line 3, pg 10804. “Have shown” Needs to reference a figure.

We have added reference to Figure 5.

Line 4, pg 10804. “have also shown” Needs to reference a figure.

We have added reference to Figure 6.

Line 19, pg 10804. “showed” Needs to reference a figure.

We have added reference to Figures 6 and 7.
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Line 23, pg 10804. “the contribution of LAI (Fig. Xa), gs (Fig. Xb), and soil
parameterisations (Fig. Xc)” Each parameterization needs to reference their

respective figures.

We have added reference to corresponding figures in the text.

Line 2, pg 10805. “We identified” Needs to reference a figure.

We have added reference to the corresponding figure in the text.

Lines 6-8, pg 10805. Last sentence of the paragraph is not true for all sites. This
sentence needs to include a qualifier at the end (before (Fig. S7)). For example,

insert “for most sites”.

We have revised the sentence as per reviewer suggestion.

Lines 17-19, pg 10805. Which sites in Figure S7. Clearly reference the figure at the
end of the sentence e.g. (Fig. S7a,b,d,f).

We have referenced specific sites.

Lines 9-10, pg 10807 and elsewhere in the text. “monthly climatology”. LAl is a
vegetation property, not a property of the climate. Therefore, it strikes me as

confusing when LAl is referred to as being part of the climatology.

Referring to mean monthly LAl (or other land surface property) as a monthly
climatology is standard terminology employed in other studies (e.g. Oleson et al.,
2008).

All Figures. The font size is way too small.

We have increased the font size of all figures.
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Figure 8. Legend needs labels. And, caption needs to state what colours go with

each of the parameters.

We have modified the figure and caption as per reviewer suggestions.

Table S2. Check numbers on “medium soil”. Should be decimals?

We thank the Reviewer for spotting this. We have corrected the silt, clay and sand

fractions for the medium soil type.
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Abstract

Surface fluxes from land surface models (ESMLSMs) have traditionally been
evaluated against monthly, seasonal or annual mean states. The limited ability of
LSMs to reproduce observed evaporative fluxes under water-stressed conditions has
been previously noted, but very few studies have systematically evaluated these
models during rainfall deficits. We evaluated latent heat flaxfluxes simulated by the
Community Atmosphere Biosphere Land Exchange (CABLE) LSM across 20 flux

tower sites at sub-annual to inter-annual time scales, in particular focusing on model

performance during seasonal-scale rainfall deficits. The importance of key model
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processes in capturing the latent heat flux arewas explored by employing alternative
representations of hydrology, leaf area index, soil properties and stomatal
conductance. We found that the representation of hydrological processes was critical
for capturing observed declines in latent heat during rainfall deficits. By contrast, the
effects of soil properties, LAI and stomatal conductance are-shewn-te-bewere highly
site-specific. Whilst the standard model performs reasonably well at annual scales as
measured by common metrics, it grossly underestimates latent heat during rainfall
deficits. A new version of CABLE, with a more physically consistent representation
of hydrology, captures the variation in the latent heat flux during seasonal-scale
rainfall deficits better than earlier versions but remaining biases point to future
research needs. Our results highlight the importance of evaluating LSMs under water-

stressed conditions and across multiple plant functional types and climate regimes.

1 Introduction

—Droughts are

expected to increase in frequency and intensity (Allen et al., 2010; Trenberth et al.,
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2014) in some regions due to the effects of climate change (Collins et al., 2013). This
would have profound implications for affected regions and their socio-economic
systems. Unfortunately, there are large uncertaintics in the cvolution of historical
Pai, 204 2)-and-futureLand surface models (LSMs) are a key tool for understanding

the evolution of historical droughts and predicting future water scarcity when coupled

to global climate models (Pradhomme—et-al;20H14)-droughts—TFhis—is-associated;,—in

projected-oceurrence-of future-droughts(Dai, 2012; Prudhomme et al., 2014). LSMs

have been extensively evaluated for simulated water, energy and carbon fluxes,

typically at seasonal to inter-annual time scales (Abramowitz et al., 2007; Best et al.,

2015; Blyth et al., 2011; Dirmeyer, 2011; Zhou et al., 2012), and been found to

perform reasonably well under well-watered conditions (e.g Best et al., 2015).

However, recent studies have indicated that the ability of current LSMs to simulate

these fluxes during water-stressed conditions is limited (De Kauwe et al., 2015b;

Powell et al., 2013). LSMs have been shown to poorly characterise the magnitude,

duration and frequency of droughts when evaluated against site- and catchment-scale

observations of latent heat (Or) and streamflow (De Kauwe et al., 2015b; Li et al.,
2012; Powell et al., 2013; Prudhomme et al.,, 2011; Tallaksen and Stahl, 2014).

Similarly, LSM projections of future drought occurrence has been shown to be highly

model dependent, with greater uncertainty in future projections arising from
differences between hydrelogical—modelsLSMs than from the climate model

projections used to force them (Prudhomme et al., 2014). Further, changes in soil

moisture in the future are also linked with changes in the probabilities and intensities

of other extremes including heatwaves (Seneviratne et al., 2010). Clearly, a better

understanding of limitations in LSMs under more extreme conditions, and ultimately

improved performance by these models, is necessary for improving the future

projections of drought and other land-surface influenced extremes by climate models.
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We investigate the performance of the Australian Community Atmosphere-Biosphere

Land Exchange (CABLE) in simulating observed declines in Qy—during—raintfall

stmulate-drought-events—Thisisparticularly impertant beeause CABLE is the LSM
used within the Australian Community Climate and Earth Systems Simulator
(ACCESS; Bi et al., 2013), a global climate model which has participated in the 5t
assessment report of the International Panel on Climate Change (IPCC, 2013) and is

used for numerical weather prediction research in Australia (Puri et al., 2013). i

me a a o a a m a nee mogd
ara cl O CRERAL cl OTroO1T0=Y C O 0110 O

These-haverecenthy been—revisedln common with other LSMs (Prudhomme et al.,
2011; Tallaksen and Stahl, 2014), CABLE has been found to poorly simulate the

evolution of droughts, systematically underestimating site-scale QO during seasonal-

scale droughts (De Kauwe et al., 2015b; Li et al., 2012). There could be many reasons

for this systematic error. For example, unrealistic representation of plant drought

responses has been identified as a major limitation in LSM simulations of drought

(Egea et al., 2011; Powell et al., 2013), including CABLE (De Kauwe et al., 2015b).

Recent studies have revised vegetation drought responses in CABLE but not fully

resolved existing model biases (De Kauwe et al., 2015b; Li et al., 2012). In this paper,
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we examine CABLE in the context of another major area of uncertainty: how

hydrological processes are parameterised and how associated parameters are selected.

A better representation of hydrological processes, particularly soil moisture, has been

identified as necessary for improving LSM simulations of drought (Tallaksen and

Stahl, 2014) but this has not been widely explored. The parameterisations of soil

hydrology and stomatal conductance (g,) have recently been revised in CABLE and

shown to improve seasonal to annual scale simulations of Oz in CABLE (Deeker—in

Kauwe et al., 2015a; Decker, 2015). We explore if changes to these hydrological

processes can also improve simulations of Qf during dry periods and to guide

development of more realistic drought mechanisms in LSMs.
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We quantify the uncertainty arising from key model parameters: soil properties and

leaf area index (LAI) inputs. CABLE-simulated O has been shown to be sensitive to

these parameters but they remain uncertain at both site and large scales (De Kauwe et

al., 2011; Kala et al., 2014; Koster et al., 2009; Zhang et al., 2013). Quantifying the

sensitivity of CABLE to LAI and soil properties is useful for separating parameter

uncertainties from inadequate model parameterisations. Where the LSM cannot

capture the observations, despite variations in LAI and soil parameters, systematic

errors in the model’s representation of physical processes are probable (assuming

negligible errors in flux tower data used to drive and evaluate the model). While other

parameters, including additional vegetation characteristics such as rooting depth (Li et

al., 2012) are also potentially important, soil properties and leaf area index can be

constrained from readily available global-scale datasets widely used in large-scale

LSM applications.

We therefore explore CABLE performance at 20 flux tower sites distributed globally.

We contrast model behaviour at annual to sub-seasonal scales to explore uncertainties

in hydrological processes and parameters under conditions ranging from wet to dry.

We concentrate on the ability of the model to capture the onset of drought in a drying

phase as a pre-requisite for capturing the magnitude and intensity of droughts.

2 Methods

2.1 Flux tower sites

flux-tower-sitesglobally(Fig—t-and Table- SH—TheThe flux tower data were collated
as part of the Protocol for the Analysis of Land Surface models (PALS; Abramowitz,
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2012) Land sUrface Model Benchmarking Evaluation pRoject (PLUMBER; Best et
al., 2015), originally obtained through the Fluxnet LaThuile Free Fair-Use subset
(fluxnet.ornl.gov). The PLUMBER sites were—<hosen—te-represent a broad range of
vegetation and climate types, whilstand were also maximisingselected to maximise

the length of measurement records (Best et al., 2015). Here, we focus on the results

for six sites with a pronounced period of low precipitation; (Fig. 1 and Table S1),

each representing a different climate and vegetation type, but provide results for all

study sites as Supplementary Information (Fig. S1-S4).

The 20 flux tower sites provide meteorological and flux measurements at 30-minute

resolution. The observed meteorological data (precipitation, short- and long-wave

radiation, surface air pressure, air temperature, specific humidity and wind speed)

were used to drive CABLE simulations. Observed Qr was then used to evaluate

simulations because it is the variable that links the land surface energy, water and

carbon budgets (Pitman, 2003). It is also one of the variables supplied by a LSM to

the atmosphere and is therefore important to a climate model. We note that it would

also be desirable to evaluate soil moisture outputs from LSMs. Ultimately this is

problematic (Koster et al., 2009) time-stepsas site measurements at depths which

reflect the plants’ root-zone access (i.e. deeper than the top few centimetres) are not

2.2 Description of the CABLE LSM and model parameterisations

2.2.1 General description

The Community Atmosphere-Biosphere Land Exchange (CABLE) model is-aSM
used to simulate energy, water and carbon fluxes and the partitioning of net radiation
into latent and sensible heat fluxes. It can be employed offline with prescribed

meteorology, as in this paper, or within the Australian Community Climate Earth

System Simulator coupled climate model (ACCESS; Bi et al., 2013). It has been used
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widely in coupled (Cruz et al., 2010; Lorenz and Pitman, 2014) and offline (Haverd et
al., 2013; Huang et al., 2015; Zhou et al., 2012) simulations and has been extensively
evaluated against flux site (De Kauwe et al., 2015b; Li et al., 2012; Wang et al., 2011;

Williams et al., 2009) and regional to global-scale observations (De Kauwe et al.,

2015a; Decker, 2015). Previous model inter-comparisons have shown that simulated

latent and sensible heat fluxes perform comparably to other LSMs (Best et al., 2015).

CABLE consists of sub-models for radiation, canopy, soil and ecosystem carbon.
Canopy processes are represented with a two-leaf model, which calculates
photosynthesis, stomatal conductance and leaf temperature separately for sunlit and
shaded leaves

the-transfer-of-heat-and(Leuning, 1995; Wang and Leuning, 1998). The soil module

simulates the transfer of water within the soil and snowpack following the Richards

equation. CABLE has 11 plant functional types (PFT). A detailed description of

model components can be found in Wang et al. (2011).

We ranused CABLE version 2.0 (revision 2902;

https://trac.nci.org.au/trac/cable/wiki) forced with site-specific meteorological data at

30-minute time steps. Site PFT was determined by matching site vegetation
(fluxnet.ornl.gov) to CABLE PFTs. PFT parameters were taken from a standard look-
up table provided with CABLE 2.0 and were not calibrated to match site
characteristics. The model was run using two alternative hydrological modules, two
stomatal conductance parameterisations, three soil types and three LAI time series.
The new hydrological scheme implements a topographic slope parameter, which was

varied between two values in additional simulations. This parameter controls the

drainage rate and can in principle be constrained from high-resolution elevation data.
We vary the slope parameter between 0 and 5 degrees, broadly coinciding with the

observed range of 0-6 degrees at the flux sites as derived from the approximately 1
km spatial resolution Global 30-Arc Second Elevation (GTOPO30) elevation dataset

(https://Ita.cr.usgs.cov/GTOPO30).

CABLE was run with all parameterisation combinations, resulting in 18 simulations
using the default and 36 using the new hydrological scheme. This enabled the

quantification of individual parameter and/or parameterisation uncertainties on model
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simulations and accounts for interactions between different parameterisations. The

individual model parameterisations varied in this study are detailed below.

2.2.2 Hydrological parameterisation

We use two different representations of hydrology. The two schemes are fully

detailed in Decker (2015) but we will briefly describe the main differences here. The

default soil hydrological scheme in CABLE simulates the exchange of water and heat
based on six soil layers and up to three snow layers. The default parameterisation for
soil moisture processes was developed by Kowalczyk et al. (1994) and later revised
by Gordon et al. (2002) and is described in detail in Kowalczyk et al. (2006) and
Wang et al. (2011). The default scheme only generates infiltration excess surface

runoff when the top three soil layers are >95% saturated and otherwise lacks an

explicit runoff generation scheme (Peeckerinreview)1tt-doesnot-distinguish-between

hydrological parameterisation—and-we-explore-this-here—(Decker, 2015). It does not

simulate saturated and un-saturated top soil fractions separately or consider

eroundwater aquifer storage. The default scheme solves the vertical redistribution of

soil water using the 1-D Richards equation. The bottom boundary condition for the

solution of the 1-D Richards equation is given as

qsub = Cdrainen (1)

where g 1s the subsurface drainage (mm s, 0, the soil moisture content of the

bottom soil layer (mm® mm™) and C,u a tunable parameter (mm s™') (Decker, 2015).

The scheme thus assumes a free draining lower boundary and water below the model

domain (e.g. groundwater) cannot recharge the water content of the above soil

column.
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Soil evaporation (Ei;; W m'z) 1s given by

vaa (qsat(T‘srf) - qa)

T

(2)

Esoil = ﬁ s

where L, is the latent heat of vaporisation (J kg'l), pq the air density (kg m'3), GsaTsrp)

the saturated specific humidity at the surface temperature (kg kg'l), q. the specific

humidity of air (kg kg'l) and r, (s rn'l) the aerodynamic resistance term. f is a

dimensionless scalar (varying between 0 and 1) used to reduce Ey,; when soil

moisture is limiting and is given by the linear function

_6,-0.56,

3
0,-0.50, )

ﬁs

where 0, the soil moisture content of the first soil layer (m* m™), 0,, the wilting point

(m3 m'3) and 8. the field capacity (m3 m'3).

Decker (2015) developed an improved representation of sub-surface hydrological

processes similar to that implemented in the Community Land Model (Lawrence and

Chase, 2007; Oleson et al., 2008). The new scheme explicitly simulates saturation-

and infiltration-excess runoff generation and has a dynamic groundwater component

with aquifer water storage. The scheme solves the vertical redistribution of soil water

(0) following the Modified Richards Equation (Zeng and Decker, 2009):

02k lw-w,-F, @
ot 0z 0z

where K (mm s™') is the hydraulic conductivity, ¥ (mm) the soil matric potential, Y

(mm) the equilibrium soil matric potential, z is soil depth (mm) and Fj,; (mm s'l) 1S

the sum of subsurface runoff and transpiration (Decker, 2015). An unconfined aquifer

is located below the six soil layers and is presented with a simple water balance

model:
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dw,

d[aq = qre - qaq,sub (5)

where W,, is the mass of water in the aquifer (mm), guq s the subsurface runoff

removed from aquifer (mm s™) and gr. the water flux between the aquifer and the

bottom soil layer, given from Darcy’s law as

v, -vY)-(W,, -¥
R (©6)
Zwtd - Zn

where z,,4 is the water table depth (mm), K,, is the hydraulic conductivity of the

aquifer (mm s™), and z, 1s the depth of the lowest model layer (mm). The bottom

boundary condition is given as

Gt =0 @)

as the scheme assumes that the groundwater aquifer sits above an impermeable layer

of rock (Decker, 2015). Subsurface runoff (g,.s) is calculated from

_Zwid

. dz .
qsub = Slnﬁqsube I (8)

where dz/dl is the mean slope, G s the maximum rate of subsurface drainage for a

fully saturated soil column (mm s) and £, is a tunable parameter (Decker, 2015). qsub

1s removed from the bottom three soil layers (which account for 4.366 m of the total

soil thickness of 4.6 m) by weighting the amount of water removed from each layer

based on the mass of liquid water present in each layer (Decker, 2015).

Sub-grid scale heterogeneity in soil moisture is permitted and a modified soil

evaporation formulation reflects this. At point scales the runoff generation from sub-

orid heterogeneity in soil moisture is neglected as the saturated fraction of the grid

cell is assumed to be equal to zero. Soil evaporation is given as (here assuming a

saturated grid cell fraction (Fy4) of 0):
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Esail = FS‘LIIE:OiI + (]‘ - Fvat )ﬁsE:oil (9)

where E 4, is the soil evaporation prior to soil moisture limitation (mm s h. ps 1s

calculated using a non-linear function following Sakaguchi and Zeng (2009):

2
B, = 0.25(1—cos(n%J 10)
fec

where 6,,,5.:1s the first layer soil moisture content in the unsaturated portion (the entire

soil layer in this study) (m® m™).

Both schemes calculate transpiration using the same method and, in common with

many LSMs (Verhoef and Egea, 2014), limit gas exchange during low soil moisture

using a dimensionless scalar (f) varying between 0 and 1:

B fn ol (11)

where 6, is the soil moisture content of soil layer i (m®> m>) and fro0or.; the root mass

fraction of soil layer i.

The default version of CABLE tends to overestimate O at annual to seasonal scales

when used coupled with the ACCESS climate model (Lorenz et al., 2014), but

significantly underestimates O during soil moisture deficits across six European flux

tower sites (De Kauwe et al.,, 2015b) in uncoupled experiments. Decker (2015)

showed that the new model reduced overestimations of Qg by 50-70% compared to

the default scheme and yielded an improved simulation of seasonal cycles when

evaluated against observations from large river basins. The new scheme was also

shown to better capture total water storage anomalies (an integral over depth of soil

moisture changes) from the Gravity Recovery and Climate Experiment (GRACE;

http://grace.jpl.nasa.gov) than the default scheme. It is not known if these
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improvements will also allow CABLE to better capture observed Qf during dry-down

and we explore this here.

2.2.3 Stomatal conductance parameterisation

We use two alternative parameterisations for stomatal conductance (g;). The default

CABLE currently implements an empirical g, formulation following Leuning (1995):

a,fA

8 =8+ (12)

D
(C, - F)(l + D)

0

where A is the net assimilation rate (umol m? s™), T (umol mol™) is the CO,

compensation point of photosynthesis, C; (umol mol'l) and D (kPa) are the CO,

concentration and the vapour pressure deficit at the leaf surface, respectively. gy (mol

m” s, Dy (kPa) and a; are fitted constants representing the residual stomatal

conductance when A=0, the sensitivity of stomatal conductance to D and the

sensitivity of stomatal conductance to assimilation, respectively. Although the g

formulation following Leuning (1995) (or equivalent Ball-Berry model; Ball et al.,

1987) are widely used in LSMs, the model parameters are empirical. Thus, we cannot

attach any theoretical distinction as to how parameters vary across data sets or among

species (De Kauwe et al., 2015a; Medlyn et al., 2011). Consequently, as is common

with many LSMs (e.g. Community Land Model version 4.5 (Oleson et al., 2013) and

the ORganizing Carbon and Hydrology in Dynamic EcosystEms model (Krinner et

al., 2005)), the default scheme only varies stomatal conductance parameters between

photosynthetic pathways (Cs vs. C4), rather than among PFTs.
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between photosynthetic pathways (Cs vs. Cy), rather than among different PFTs.

As an alternative, we also ran CABLE using the g; model following Medlyn et al.

(2011), a theoretical formulation based on the premise of optimal stomatal behaviour-

In contrast to the default schemc, g, parameters have been derived:

A
g =g0+1.6(1+%)a (13)

where g; (kPa’?) is a fitted parameter representing the sensitivity of conductance to

the assimilation rate. Unlike the a; parameter in the Leuning model, g; has biological

meaning, representing a plant’s water use strategy. Values of g; were derived

previously for each of CABLE’s PFTs (De Kauwe et al., 2015a) based on a global

synthesis of stomatal behaviour (Lin et al., 2015). Further details and associated

parameter values can be found in De Kauwe et al. (2015a).

The Medlyn g model has been shown to improve existing CABLE biases,
particularly overestimations of Q in evergreen needleleaf and C4 biomes (BeKauwe
fully-detatled-in De Kavwe-et-al(2015a)—(De Kauwe et al., 2015a). We will explore

if the re-parameterisation of g, also improves the simulation of dry-down in CABLE.

2.2.4 Soil parameterisation

The soil parameters were derived from a dataset provided by CABLE developers

(https://trac.nci.org.au/trac/cable/wiki; Glebal-Seil-Data—Task—Greup;—2000)-Global

Soil Data Task Group, 2000; Zobler, 1999). The dataset consists of nine soil classes;

here the two classes with the highest sand and clay contents were used. The coarse

40



O© 00 N O U1 b W N =

W W W W W N DN N DD DD DN DN DN NN DN PR R R R R, R R R
BwWw N RO O 00N U WY RO 0 00NN YU W N, O

sandy soil has a 8783% sand content and the fine clay soil a 6667% clay content;-the.
The soil classes have eight associated parameters for soil water-holdinghydraulic and
thermal capacities, fully detailed in Table S2. In addition, an arbitrary “medium” soil
class was created with equal fractions of sand, silt and clay, with other soil parameters
set as the median of the coarse sand and fine clay soil classes (Table S2). CABLE was

run with these three alternative soil classes, fixing the soil parameters across all sites-

generate a range in soil parameter values. The default hydrological scheme uses all

soil parameters directly, whereas the new scheme calculates the eight parameters

governing hydraulic properties from sand, silt and clay fractions using the Clapp and

Hornberger (1978) pedotransfer functions. The soil parameter values used by both

schemes are detailed in Table S2.

2.2.5 Leaf Area Index

Leaf area index (LAI) plays an important role in the surface energy balance in
CABLE—(Kala—et—al;—2044)., scaling sunlit and shaded leaf-level fluxes of
photosynthesis, g, and latent heat flux to the canopy. LAI was obtained from 8-daily

gridded Moderate Resolution Imaging Spectroradiometer (MODIS) data at 1 km
resolution (Yuan et al., 2011). The data were averaged to monthly time steps to
smooth the time series and subsequently three alternative LAI time series were
created for each site to take some account of uncertainties in LAI inputs. The first
time series was constructed by extracting the grid cells that contained each site
(“centre” time series). Two alternative time series were created using the minimum
and maximum LAI value of the grid cell and its immediate neighbours (“minimum”
and “maximum” time series, respectively). Time-varying LAI was used for years
where the flux observations and MODIS data overlap (i.e. after 2000); a monthly
climatology of common years was used otherwise. The minimum and maximum time
series differ from the centre time series by 30% on average but the range varies

between sites. The alternative LAI time series are plettedshown in Fig. S5.

2.3 Analysis methods
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‘ We analyse CABLEECABLE’s performance across three time scales: the whole

observational, annual and sub-annual periods. As the observational records are
generally short for characterising hydrological extremes (=}0—years;—(~5 years on
average; Table S1), we have not adopted a formal statistical method for identifying
periods of rainfall anomalies and thus do not refer to them as “droughts”. We also
note no one definition for droughts exists; instead, various indices have been
employed based on, for example, precipitation, streamflow-and/er, soil moisture and

measures of evaporative demand (Sheffield and Wood, 2011). In this study, the dry

periods were defined based on precipitation as this allowed the use of available
observations, but we note the simulated fluxes will also depend on other processes
such as soil moisture availability. For the majority of sites (Howard Springs, Palang,
and all supplementary sites), we selected the year with the lowest precipitation total as
the one-year period, whilst for Amplero, Blodgett, Tumbarumba and UniMich, we
selected a year when the default CABLE significantly underestimated latent heat
fluxes during a rainfall deficit (“dry-down”) period. The dry-down period generally
coincides with the maximum and the following minimum observed latent heat flux

during the one-year period but has been adjusted using expert judgment for some sites

to best eapturedemonstrate typical model behaviour (Fig. S6). Observed and

simulated data were averaged to 14-day running means for all analyses.

NME ==L 1)
)
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We follow Abramowitz et al. (2007) and the PALS protocol for calculating model

metrics. We use the normalised mean error (NME) to evaluate general model

performance:

n

E|M,.—0[|

NME =+2— 14)

Z@-q\

where M represents the model values and O the observations. NME accounts for
mean model biases and the temporal coincidence and magnitude of variability, but
does not distinguish between them (Best et al., 2015). An NME of 0.0 represents
perfect agreement and a value of 1.0 represents model performance equal to that

expected from a constant value equal to the mean of all observations.

We examine mean bias error (MBE) to estimate absolute biases in CABLE

simulations; it is simply the difference between the mean modelled and observed

values:
MBE =M -0 (15)
3 Results

3.1 Whole time period
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We first evaluated EABEE-Op simulated Ozby CABLE during the whole data period
available for each flux site (ranging from 2 to 7 years for selected sites; Table S1).
CABLE, using the default hydrological parameterisation, captures the general
features, such as the timing and magnitude of seasonal cycles, in observed QO across
the different sites (Fig. 2, left column). CABLE including the new hydrological
scheme also captures these general features (Fig. 2, right column). Quantifying the
performance of these two versions of CABLE over the full length of record does not
indicate that there is a significant difference between the versions in either NME (Fig.
3) or MBE (Fig. 4). The average NME for all sites and parameter choices was 0.90 for
the old scheme and 0.75 for the new scheme, and the average MBE was —1 and 6 W
m’, respectively. The NME metric is <1.0 for the majority of sites using the new
scheme, regardless of the choice of g,, LAI or soil parameterisation. We note that the
magnitude of Qr for the evergreen broadleaf sites (Palang and Tumbarumba and
supplementary site Espirra) is poorly captured (Fig. 4). Overall, both hydrological
parameterisations tend to overestimate peak Qf (Fig. 2); this tendency for excessive
evapotranspiration has also been demonstrated in global applications of CABLE in
both offline (De Kauwe et al., 2015a) and coupled (Lorenz et al., 2014) simulations.
Furthermore, both schemes systematically overestimate O in spring, particularly at

cooler temperate sites such as UniMich (Fig. 2; also see deciduous broadleaf and

needleleaf supplementary sites (Fig. S1)), and over-predict the short-term variability

in Qr (see e.g. Amplero in Fig. 2). Fhis-islikely-due-to-overlyrapid-drying-oftopsetl
%ayem—w%ﬁeh—s&eﬂgky—e%&re%Qg—m—&%BLE—éD%K&uw%%%H

me%s&&re—ﬁm%&ed—ése%&g#bmbaﬁ&ﬂbaﬂﬂd—&%eh—m—ﬁg%fDespite clear biases

in simulated fluxes, the MBE metric approaches zero at most sites when evaluated at
inter-annual time scales. While encouraging, this is likely-due to compensating errors,
such that early season overestimations in Oy are counteracted by underestimations

during the dry-down periods- (see e.g. Blodgett and Tumbarumba in Figure 5). This is

particularly evident with the default hydrology scheme. We therefore focus the
remaining analyses on shorter time periods where compensating biases are less likely

to hide weaknesses in the model performance.

3.2 Annual and dry-down period
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‘ CABLE-simulated Qr werewas then evaluated during annual and seasonal dry-down

periods to explore model performance during rainfall deficits. The default scheme
demonstrates a range of major biases (Fig. 5). The model dries down too quickly at
Amplero, Blodgett, Palang, Tumbarumba and UniMich sites. At these sites, and at
Howard Springs, Qr drops too low and drops to that minimum too early in the year.
At several sites, including Blodgett, Tumbarumba and UniMich, CABLE
systematically overestimates Qf in spring. These characteristics of CABLE are not

dependent on the choice of LAL—g,; or soil parametersinputs or g, parameterisations;

the range in QO fails to overlap the observations irrespective of how these properties

are varied. This suggests parameterisation error as distinct from parameter choices as

the cause of the model weaknesses.

The new hydrological scheme demonstrates clear improvements at Amplero, Howard
Springs and Palang. At Blodgett, Tumbarumba and UniMich, the observations are
within the uncertainty due to the choice of g, LAI or soil parameters in the second
half of the year, but the excessive O during spring and early summer remains a
problem. While there are obviously remaining errors, the new hydrological scheme
clearly improves the simulation of Qg over the annual cycles shewn—in—(Fig. 5-).
Assessing the overall performance at annual time scales also highlights clear
improvements with the new hydrology. Fig. 3 shows that for NME, the new
hydrology scheme in CABLE performs as well as, or better than the default at every
site, with an average NME across all sites of 0.68 compared to 0.90 for the default
scheme. This is true also of MBE (Fig. 4) for all sites except Tumbarumba.

Assessing the performance of the two schemes over the dry-down period using NME
is shown in Fig. 5. Using the default hydrology leads to worse performance on this
shorter time scale at Amplero, Blodgett, Palang and to a lesser degree at Howard
Springs and Tumbarumba compared to annual and inter-annual scales. In contrast,
CABLE with the new hydrology performs similarly-well to the longer (> 1 year) time
scales at Blodgett, Palang, Howard Springs, Tumbarumba and UniMich and only
marginally poorer at Amplero. Comparing NME over this dry down period shows that
the new scheme strongly outperforms the default parameterisation (Fig. 3; the average
NME is 0.68 and 1.27 for new and default schemes, respectively). A similar

conclusion is reached using MBE (on average —4 and —22 W m™ for the new and
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default schemes, respectively). In short, the new hydrology does not dramatically
improve the performance of CABLE on the long term (i.e. inter-annual scales) (Fig.
2) due to compensating biases in the default CABLE. These include overestimated
spring and early summer O, and consequently, at least in part, underestimated Qf
during the dry-down. Once we focus on shorter, sub-annual timescales that lack these
compensating biases, CABLE with the new hydrology strongly outperforms the

default version in the simulation of Q.

3.3 Impact of varying LAI, gs and soil parameters

We now explore the individual contributions from soil parameters, g; and LAI to
uncertainties in simulated Qg. Fig. 6 and Fig. 7 show the uncertainty in model
simulations due to soil parameters, g; and LAI using the default and new hydrological
schemes, respectively. Both hydrological schemes are sensitive to soil parameters
during the dry-down period but show smaller variations due to soil during other parts
of the year (see Amplero, Blodgett, Howard Springs and Palang in Fig. 6 and Fig. 7).

This transition from low to high sensitivity occurs as soil moisture stores begin to

deplete and Qr becomes increasingly limited by moisture supply—Fhe—new

due-to-sotl-parameters: (Figure S8). Both schemes show a similar sensitivity to g; and

LAI variations, which is generally smaller compared to soil variations, although the
new scheme is more sensitive to g, at Blodgett, Howard Springs and Palang, and to

LAI in Amplero and Palang during dry-down.

While the new hydrological parameterisation systematically improved model
performance across most sites (Fig. 3 and 4), the effect of LAI, g, and soil parameters
on the mean magnitude of simulated fluxes is highly site-specific during the annual
and dry-down periods (Fig. 8). In agreement with (De Kauwe et al., 2015a), the
choice of g; scheme generally has a larger effect in needleleaf (Blodgett) and C4 grass
(Howard Springs) sites. Some sites, such as Howard Springs, are sensitive to multiple
parameters, whilst others such as UniMich only respond minimally to parameter
perturbations (Fig. 8). Whilst there is no a priori expectation that this should be the

case, it highlights the importance of investigating model uncertainties and
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performance across multiple sites to capture full range of model sensitivities to

parameter perturbations.

The results have so far assessed CABLE when-incorporatingwith the new hydrology
using a 0° slope parameter beeauseas this enables a direct comparison with the default
hydrology. The slope parameter, which can be derived from high-resolution elevation
data, is scale dependent and was introduced by Decker (2015) to capture large-scale
hydrological processes that are affected by landscape geometry. The slope parameter
affects the rate of subsurface drainage and represents a key difference between the
new and default schemes. With the exception of the UniMich site, Fig. 8 and 9 show
that the model is highly sensitive to choice of the slope parameter across all sites,
particularly during the dry-down period. The slope appears more critical for
simulation of Qp than the other parameterisations investigated here and has a strong
effect on the magnitude of fluxes primarily during the dry-down (see e.g. Howard
Springs and Palang in Fig. 9). Whilst this highlights the need to carefully set the slope
parameter, it is unclear how well it can be constrained at the site scale. The surface
slope derived from elevation data may not reflect large-scale features, such as
subsurface geology, which can affect drainage rates and thus water availability for Qg

in highly site-specific ways.

4 Discussion

4.1 Simulation of dry-down

We have shown that the default version of CABLE significantly underestimates Qg

during rainfall deficits- (Fig. 5). We have also shown that it is unlikely that

uncertainties in key model soil and vegetation (LAI) inputs;aeceountfor-these-biases:

account for these biases (Fig. 6). The observations used to drive and evaluate the

model themselves include errors, notably lack of energy balance closure (Leuning et

al., 2012). However, given the systematic and large seasonal biases in CABLE

simulations, any errors in the flux tower measurements are unlikely to explain poor

model performance during dry-down. Instead, our results point to deficiencies in the

representation of hydrological processes in the default version of CABLE- (Fig. 3 and
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al. (2015) and indeed in other model evaluation studies (Abramowitz et al., 2008).
Hence, it is likely that the errors of the kind identified here may be common among

other models-, as model benchmarking rarely examine sub-annual behaviour. The

poor simulation of dry-down periods is important: if LSMs in general struggle to
simulate the-dry-dewnthis period they will fail to correctly capture water fluxes when
serious soil moisture deficits are established. A model that dries-simulates dry-down
too fast will enter drought early and will tend to simulate longer, deeper and more
frequent droughts than a model that dries-dewnenters drought too slowly. We suggest
that systematic evaluation of LSMs during dry down periods would lead to the
identification of major limitations in some models that are hidden by compensating
errors over longer timescales. Resolution of those problems has the potential to

improve the simulation of drought in climate models.

We also showed that the effect of individual parameterisations was magnified during

dry periods: (Fig. 6 and 7). Whilst the new hydrological scheme did not havepresent a

significant #mpaetimprovement on the annual and inter-annual timescales analysed

here, it had an increasingly large positive impact on shorter time scales and in

particular during the dry-down periods- (Fig. 3.4 and 5). Similarly, the contribution of
EALsoil (Fig. 6a and 7a), g, and-sed(Fig. 6b and 7b) and LAI (Fig. 6¢ and 7c)

parameterisations to model uncertainties was generally larger during the dry-down.

This-highlightsthe-valueWe will discuss each of evaluating-medel-parameterisations

4.1.1. Soil and LAl inputs

We evaluated the uncertainty in Qf simulations arising from inputs of soil properties

and LAI. These variables are generally obtained from gridded datasets in LSM

simulations and remain uncertain at the site (and larger) scale (De Kauwe et al., 2011;

Koster et al., 2009).
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Soil parameters feature in many hydrological model components and our results show

that the range in simulated Or due to the choice of soil parameters is largest during

the dry-down for both hydrological schemes (Fig. 6 and 7). Parameters for wilting

point (6,,) and field capacity (6;) are particularly important during drying conditions

as they determine how evapotranspiration is reduced as soil moisture becomes

limiting (following Eq. (3), (10) and (11)). The model is also sensitive to value of the

matric potential at saturation (Table 2). The vertical diffusive flux of soil water

between adjacent soil layers is proportional to the saturated matric potential. This

control on the rate of vertical water movement alters the profile of vertical soil water

during the dry-down impacting the water available for transpiration in a given soil

layer. Using the default hydrological scheme, the observed Of could only be captured

by varying the soil properties at Howard Springs. Elsewhere, the model

underestimated observed O during dry-down regardless of how the soil properties

were varied (Fig. 6). This suggests that uncertainties in soil parameters cannot

account for the poor simulation of dry-down by the default model.

Similarly, LAI, as it was varied here, could not explain the underestimation of Qg.

The range in LAI varied by site (30% on average) according to the remotely sensed

data but was not lower at the drought sites. The model was generally not sensitive to

changes in LAI during dry-down regardless of the choice of hydrological scheme

(Fig. 6 and Fig. 7). This implies that the correct characterisation of canopy structure is

probably not critical for the simulation of O in CABLE during dry-down or that the

scale of the errors in the simulations are too large to see any more subtle impact of

these LAI variations. Nevertheless, we do note that leaf drop during drought events

could lead to an increased or compensatory reflectance signal from deeper in the

canopy profile, resulting in erroneous estimates of LAI from optically remote sensed

products (cf. Amazon drought studies; Samanta et al., 2010).

4.1.2. Hydrological schemes

The new hydrological scheme was shown to improve CABLE simulations of Qg

during dry-down (Fig. 3 and 4). This results from higher soil moisture content

simulated by the new scheme compared to the default model, particularly in the
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bottom soil layers (Fig. S7). This allows higher ET fluxes to be maintained during dry

periods, mainly due to higher transpiration rates (Fig. S8).

The alternative hydrological schemes make different assumptions about subsurface

drainage and how this is treated upon exiting the bottom soil column boundary. The

default model assumes a free draining boundary for solving vertical water flow (Eq.

(1)), such that the bottom soil layer essentially acts as a sink for the rest of the soil

column as it can only remove water from the column. Conversely, the new scheme

simulated an unconfined groundwater aquifer below the bottom soil layer that is

assumed to sit on an impermeable layer of rock so that no water is lost from the

aquifer through downward flow (Eq. (7)). Soil moisture content of above soil layers

can then be replenished through recharge from the aquifer to maintain higher soil

moisture during dry periods (given a water table depth near the bottom of the soil

column; Eq. (6); Fig. S7). Zeng and Decker (2009) demonstrated that assuming a free

draining lower boundary requires an unrealistically high precipitation rate to maintain

a relatively wet soil moisture content that allows vegetation to transpire without

encountering soil moisture stress. Using a hypothetical example, the authors estimate

that a minimum precipitation rate of 17.2 mm/day is required to maintain non-water-

stressed conditions (a value much higher than is observed in most environments),

implying overly dry soil conditions in many cases. Our results therefore suggest that

the replacement of a constant drainage assumption in the original model with a

physically based, dynamic bottom boundary condition for the soil column is

important for improving O fluxes in CABLE under water stressed conditions.

Whilst it was not possible to evaluate these simulations against soil moisture data due

to a lack of observations for soil depths used in CABLE, Decker (2015) showed that

the new scheme could better capture total soil column water anomalies and

evapotranspiration (two variables that strongly depend on the correct simulation of

soil moisture content) in comparison to the default scheme at river basin scales. This

gives us confidence that the higher soil moisture levels simulated by the new scheme

are supported by some observations. This result should be evaluated in future work

against locations where deep soil moisture measurements are made available, or

efforts to obtain observed soil moisture coincident with tower measurements of the

fluxes should be encouraged.
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4.1.3. Stomatal conductance schemes

Our results showed that CABLE is generally not sensitive to the choice of g; scheme

during dry-down at most sites (Fig. 6, 7 and &), with the exception of Howard Springs

(a C4 grass site) and Blodgett (an evergreen needleleaf site). This result is largely to

be expected: during drought both schemes are limited in the same fashion, with 5 (Eq.

(11)) reducing the slope that relates g to photosynthesis. The noted differences

between schemes at the C,4 grass and evergreen needleleaf sites are consistent with

results from De Kauwe et al. (2015a). At Howard Springs, De Kauwe et al. (2015a)

found that the high gy value assumed in the Leuning model (0.04 mol m? leaf S-1)

accounted for the difference between schemes when g approached zero (for example

during a drought). Differences between schemes at Blodgett stem, at least in part,

from the use of a parameterisation of a conservative water use, found in evergreen

needleleaf forests (Lin et al., 2015).

We note that the two stomatal schemes have different sensitivities to vapour pressure

deficit (see De Kauwe et al. (2015a) for details). However, under current climatic

conditions this assumption only results in a small difference between schemes,

although this effect could be amplified in the future with expected increased in vapour

pressure deficit in a warmer world.

4.2 Overestimation of soil evaporation

We identified systematic biases in the simulation of peak and spring Qp, particularly

at forested sites (e.g. Tumbarumba and Blodgett) (Fig. 2 and S7). The biases in the

timing and magnitude of spring and peak fluxes not only have implications for the

correct simulation of seasonal cycles, but can also affect the magnitude of dry-down

simulated by the model. The excessive spring and early summer Qr may reduce soil
moisture levels prior to the dry-down, leading to the simulation of more severe

reductions in O during dry periods.}- Both hydrological schemes showed a tendency

to significantly overestimate these fluxes. The reason for the overestimation of peak
fluxes is not clear but is not resolved by the new hydrological scheme despite this

parameterising many of the relevant processes differently. TheAt many sites, the high
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QOr in spring is associated with excessive soil evaporation and is not linked to
transpiration, which closely follow the observed seasonal cycle (Fig—S7see e.g.
Bugac, Harvard, Howland and Hyvytidld in Fig. S9).

There-are-multiple-potential-causes-and-solutions—to—this—excessive-Qz There are a

number of possible causes and solutions to this excessive soil evaporation Insufficient

drainage, and consequently overestimated surface soil moisture, and/or insufficient

reduction of soil evaporation during soil drying may explain the excess spring Q.

The default scheme uses a linear function to reduce soil evaporation when soil

moisture is limiting following Eq. (3). This is replaced with a non-linear function

presented in Eq. (10) in the new scheme. The non-linear function provides a much

stronger limitation on soil evaporation as soil moisture declines but, based on these

results, this approach is not sufficient for resolving the excessive soil evaporation.

Haverd and Cuntz (2010) showed the inclusion of litter layer dynamics in an earlier
version of CABLE improved the simulated timing of spring QO at Tumbarumba by
suppressing soil evaporation but this was not implemented in the current study.

Adding a litter layer may resolve excessive soil evaporation at ferestedsome sites by

adding an additional resistance to evaporation, but is-unlikelytoit is unclear that this
approach would resolve errors for-etherat all PFTs. However,-before—we-attempt-to

N Ao 1 =
v, C cl 5 C—tO0 U

' i i -For-example;errorsErrors in the timing of

spring green-up at deciduous sites in the LAI inputs (e.g. Fisher and Mustard, 2007)

Y 9 3 'y Cl al
magnitude—of dry-downstmulated-by—the-medel—also contribute to excessive spring

evaporation, whereby a delayed green-up would allow excessive radiation to reach the

eround surface in early spring, increasing soil evaporation rates. We encourage
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researchers to make use of the Best et al. (2015) experimental protocol to fully

explore this problem. Using multi-LSM simulations should3¥ke—

e-te be able to
identify where CABLE is anomalous, and ideally implement the model
parameterisations used in other LSMs that do not simulate excessive spring soil

evaporation.

4.3 Further model uncertainties

In this study, we explored and quantified model uncertainties due to LAIL g,
hydrological and soil parameters, limiting our analysis to parameters that can be
derived from observationally based global datasets (despite considerable

uncertainties).

LESMs:.Other model processes, particularly more realistic representations of vegetation

drought responses, have been identified as critical for capturing drought processes and
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shown to improve CABLE performance during droughts but were not explicitly

explored here.

The simulation of the effects of soil moisture limitation on photosynthesis and

stomatal conductance remains a key uncertainty for drought responses in LSMs (Zhou

et al., 2013). Models rely on differing assumptions about the effects of water stress on

photosynthesis and stomatal conductance (Egea et al., 2011; Keenan et al., 2009) but

generally assume similar drought responses across different PFTs (including CABLE

as employed here) despite experimental evidence pointing to systematic differences in

plant adaptations to drought (De Kauwe et al., 2015b; Zhou et al., 2013). In common
with many other LSMs (Verhoef and Egea, 2014), CABLE limits gas exchange

during low soil moisture using the dimensionless scalar S following Eq. (11). The

function is strongly linked to soil properties (through wilting point and field capacity

parameters) and does not directly consider vegetation characteristics beyond rooting

depth (which varies little by PFT). De Kauwe et al. (2015b) evaluated CABLE against

flux site observations during the 2003 European drought using an alternative drought

model with experimentally derived drought sensitivities. They showed significant

underestimations of Qf using the default CABLE but these were improved using

different vegetation sensitivities to drought (varying from low sensitivity in xeric

environments to high in mesic environments in line with experimental evidence) and

a dynamic weighting of water uptake across soil layers. Experimental data to inform

the parameterisation of PFT-specific drought responses, however, remains limited (De

Kauwe et al., 2015b), complicating the implementation of such responses into LSMs.

Li et al. (2012) showed the underestimation of CABLE-simulated QO under water-
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stressed conditions could be improved by employing an alternative root water uptake

scheme. The default root water uptake function in CABLE employed here (Wang et

al., 2011) assumes a constant efficiency of water uptake per unit root length (Li et al.,

2012). CABLE with the alternative scheme, combining a function allowing variable

root-density distribution (Lai and Katul, 2000) with a hydraulic redistribution scheme

(which allows roots to move water from wetter to drier soil layers), was shown to

correctly capture the magnitude of seasonalFurthermeore,—in—ecurrent—simulations
preseribed—menthly MODISTAl-was—used:--scale droughts across three flux tower

sites. The implementation of more realistic vegetation responses and adaptations to

droughts should further refine the performance of the new hydrological scheme

during dry-down periods.

Furthermore, in the simulations described here prescribed monthly MODIS LAI was
used. Whilst CABLE and many other LSMs are capable of simulating LAI

dynamically, it is common practice, particularly in coupled online simulations, to rely
on prescribed monthly climatology instead of time-varying LAI. This limits the
realistic simulation of reductions in LAI during severe droughts and consequent
feedbacks with radiative and evaporative processes such as interception losses.
Canopy defoliation may, for example, decrease transpiration and interception but also
increase radiation reaching the soil surface, potentially increasing soil evaporation in
the presence of available moisture;—whilst-alse-deereasing-albedo-and-total-ground-
reaching radiation-. As these feedbacks were not considered in this study, the rate of
dry-down may have been overestimated at sites which experienced LAI reductions
during rainfall deficits, but which may not have been captured in the MODIS LAI
inputs. However, as only the magnitude of LAI was varied in this study, it is not
possible to quantify the effects of temporal errors in LAI on simulated Qg But
asSince both hydrological models were forced with identical LAI, it is unlikely
uncertainties in the prescribed LAI explain the excessive dry-down in the default

hydrological scheme.

We have limited our analysis to short-term, seasonal-scale rainfall deficits. Multi-
annual droughts, such as the Millennium drought in eastern Australia (van Dijk et al.,
2013), are likely to exhibit different dynamics in terms of vegetation responses and

consequent feedbacks with land surface fluxes, soil moisture states and albedo.
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Prudhomme et al. (2011), for example, showed the JULES LSM to more successfully
reproduce long-term hydrological droughts than short-term events in terms of
duration and severity. Realistic representations of plant adaptations to drought and
dynamically varying LAI are likely to be increasingly important for representing
vegetation resilience and coupled land surface processes during long-term droughts.
We therefore suggest future studies of LSM performance under water-stressed

conditions should evaluate models against drought events at different temporal scales.

5 Conclusions

This study—has evaluated the CABLE land surface model for seasonal-scale
precipitation deficits using 20 flux tower sites distributed globally. We varied the soil
hydrological and stomatal conductance parameterisations, and the inputs for LAI and
soil properties. Our goal was to determine whether CABLE eancould capture dry-
down associated with rainfall deficits as these components of the model are varied, or

whether the model lacks the mechanismsphysical parameterisations to simulate this

phenomenon.

On long time scales (annual and above), compensating biases mean that the two

Beperformed similarly. However, as our analysis focused more on periods of rainfall

deficit, a new hydrological parameterisation based on Decker (2015) clearly improved

the capability of CABLE to simulate Or. However, neither version of CABLE, and no

reasonable choice of soil parameter, LAI or stomatal conductance resolved systematic
seasonal-scale biases in excessive spring soil evaporation. The reasons for these
biases cannot be determined in isolation and we will next pursue these model
limitations using the PLUMBER multi-model benchmarking framework (Best et al.,
2015).

Our study highlights some opportunities for land modellers. First, our study again

demonstrates the value in freely-available flux tower data for identifying systematic
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biases in LSMs. The value of these data extends well beyond their common use in
evaluating means or seasonal cycles. Second, a major role for LSMs is to simulate
feedbacks to the atmosphere associated with rainfall deficits. We have demonstrated
that there is skill in CABLE in simulating these feedbacks as a landscape dries but
clearly more work needs to be invested in capturing all the elements of a drying soil
and its impacts on Q. While the parameterisation of hydrology has been explored
over the years, we remind the community that there are on-going challenges in
modelling soil moisture and links between soil moisture and evaporation that are not
yet resolved. Third, we note that CABLE performs eemparativelyreasonably relative
to other LSMs (Abramowitz et al., 2007; Best et al., 2015) and yet when we
interrogate the model’s performance at timescales when compensating biases are
limited, CABLE displays some concerning behaviour. It is inevitable that other
LSMs, if examined using these periods of precipitation deficit, will also exhibit
problems. Clearly, formally testing LSMs against more extreme conditions, and in the
context of specific phenomenon (e.g. drought or heatwave) is a necessary step to build

confidence in the projections from climate models that utilise LSMs.
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