
First of all, please let me offer my sincere apologies for being over two 

months late in submitting this review. In hindsight, I should have maybe 

declined the review request, but as I found the topic of this paper 

interesting and relevant to my own work also, I didn’t want to pass up this 

opportunity. At the expense of timeliness however. 

The Hoss and Fischbeck paper is an interesting and very worthwhile addition 

to the existing literature on predictive hydrological uncertainty insofar 

as it explores the optimal selection of predictors to configure a Quantile 

Regression based statistical post-processor for estimating predictive 

uncertainty. However, the paper requires some work prior to its 

publication. I don’t think the the computations underlying the manuscript 

need to be modified in great extent, but the description and the analysis 

thereof can be improved substantially. I hope to give some suggestions on 

how that can be done. 

General comments 

● The manuscript could benefit from a more substantial “hydrological 

analysis” of the forecasts made. Post-processors can be used to find 

statistical relations between predictors and predictands. There needs 

to be correlation and causality. The paper could benefit from a more 

in-depth analysis of the latter: what does the ‘forecast error’ 

depend on? Here, the authors choose rate of rise and past forecast 

error: these appear to be more or less randomly chosen, and are 

subsequently applied to all forecasting locations considered. 

However, I think that an analysis of the hydrology of the basins 

considered, in conjunction with the forecasting models for those 

basins, could reveal important information on how those models are 

expected to perform. How are the models calibrated? What does this 

mean for extreme events? Is the relation between predictors and 

predictand stationary across ‘normal flow regimes’ and ‘extremes’? 

This likely varies with basin, and therefore one should consider 

varying post-processing configurations with basin also. 

● There is one important assumption underlying the use of statistical 

post-processors: stationarity of the joint predictor, predictand 

distributions. The paper would benefit from a discussion thereof, 

particularly in relation to the results section, and the ‘robustness’ 

section contained therein. 

● “First US application” is irrelevant to the science and also 

incorrect, as Wood et al (see reference in Weerts et al, 2011) 

applied QR previously. This comes back a couple of times in the 

paper. Also, QR was originally devised by Roger Koenker; not by 

Weerts et al (I wish!). 



● Different users have different needs for uncertainty information; it 

is not universally true that users benefit most from probabilities of 

exceedence or non-exceedance. Likewise, not all users are interested 

in extreme events per sé. This comes back a couple of times in the 

paper. 

● I would recommend to streamline use of terms: 

○ ‘predictor’ or ‘independent variable’  

○ ‘predictand’ or ‘dependent variable’ 

○ preferably omit use of ‘variable’ in context of statistical 

post-processors, as its interpretation can be ambiguous 

○ ‘configuration’ rather than ‘model’ (to avoid confusion with 

underlying hydrological models) 

● Please consider removing the footnotes. If the text contained therein 

is important, include it in the main body of the paper. If not, you 

may want to consider omitting it altogether. 

● Practicalities of data access are not too relevant to the science and 

I would suggest omitting descriptions of why certain data sources 

could (not) be accessed and how much effort that would require. 

Instead, you could turn the argument around and say: “this and this 

is available and we’re trying to assess if there is any signal that 

can contribute to better probabilistic forecasts.” 

Specific comments 

Introduction: 

● Some elements can be safely omitted from the introduction: 

○ Discussion on QPF forecasts 

○ Discussion of RFC produced “outlooks” 

● Verifying by means of BSS only is somewhat limited I think, but it 

does fit with the authors’ wish to verify exceedence probabilities 

only. Why not, however, use a range of verification metrics? See, for 

example, some of the recent Brown and Seo papers as well as some of 

my own work (where the verification approach was inspired on the 

Brown/Seo papers). 

● “Rate of rise” is more commonly used than “rise rate” I think. 

2.2 Brier Skill Score: 

● The ‘method’ section would benefit from a subsection on verification 

metrics. That section would then include the current sub-section on 

BSS, but also some discussion of other metrics now included in the 

‘results’ section. 

● A decomposition of Brier’s probability score is included; what’s 



missing, is a note on how these decompositions are computed in terms 

of skill. See one of the Brown and Seo papers for how that’s done. 

Also, no quantified decompositions are shown in the results/analysis 

section?  

2.3 Proposed addition 

● The current title “Proposed addition: more than one independent 

variable” suggests that it is the *number* of predictors that’s 

important. This is not necessarily so - it’s content, not just 

quantity that’s relevant. Please consider retitling this section. 

● This section could really benefit from some ‘hydrological 

intelligence’: what are the factors determining level of accuracy of 

model predictions? Are these already included in the model itself 

somehow? If so, how? If not, why not? To me, it is still an open 

question: what to include in a model, and what to include in a 

post-processor? Where is the boundary between statistical modeling 

and modeling of physical processes? This point is one that the 

authors should also re-visit in the discussion/conclusions section. 

● Table 1: “forecast error 24 hours ago”. I understand this to be the 

difference between the current (i.e. at issue time of the forecast) 

water level and the forecast that was produced 24/48 hours agao - 

correct? Maybe good to state this. 

2.5 Data: 

● First sentence may be omitted, or moved to the introduction. 

● The manuscript would benefit from a custom made map showing the 

forecasting locations and basin delineations. 

3.2.2 Best performing combinations 

● The forecasts for extreme conditions perform worse when using 

multiple predictors. Why - overfitting? Some in-depth analysis would 

be good.  

3.3 Robustness 

● I think the ‘robustness’ analysis could, and should, be simplified by 

using a leave-one-year-out analysis. Length of training set is less 

relevant than stationarity of joint predictand, predictor 

distributions. Why not simply use all of the available data most 

efficiently and then discuss any drops in forecast quality? Also, the 

current analysis results in a difference in sample size and this 

would require an analysis of the uncertainty in resulting BSS - which 



is likely bigger for smaller samples. With a leave-one-year-out 

analysis, sample size would be equal and the authors would be more 

easily forgiven for not analysing uncertainty. 

● Some hydrologic analysis could contribute to explaining why forecast 

quality is different between locations. 

“Future work” 

● Yes, more analysis on which predictors to use could work. Please 

refer to my earlier comments also on statistical modeling versus 

numerical modeling of physical processes, and on using knowledge of 

the hydrology of basins to determine meaningful predictors. 

Figures: 

● The multi-plot figures contain a lot of white space between plots. As 

some horizontal and vertical axes are identical across plots within 

the figure, I would suggest eliminating the in-between space 

altogether. In figures 10 and 11, this can be done for the vertical 

axes also. In R: par(mar = c(.5,0,0,0)) and then plot(…, xaxt=”n”) 
for plots where you can omit horizontal axis. 

Additional specific comments are included in attached, annotated PDF. 
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Abstract

This study further develops the method of quantile regression (QR) to predict
exceedance probabilities of flood stages by post-processing forecasts. Using data
from the 82 river gages, for which the National Weather Service’s North Central
River Forecast Center issues forecasts daily, this is the first QR application to US5

American river gages. Archived forecasts for lead times up to six days from 2001–
2013 were analyzed. Earlier implementations of QR used the forecast itself as the
only independent variable (Weerts et al., 2011; López López et al., 2014). This study
adds the rise rate of the river stage in the last 24 and 48 h and the forecast error 24
and 48 h ago to the QR model. Including those four variables significantly improved the10

forecasts, as measured by the Brier Skill Score (BSS). Mainly, the resolution increases,
as the original QR implementation already delivered high reliability. Combining the
forecast with the other four variables results in much less favorable BSSs. Lastly, the
forecast performance does not depend on the size of the training dataset, but on the
year, the river gage, lead time and event threshold that are being forecast. We find that15

each event threshold requires a separate model configuration or at least calibration.

1 Introduction

River-stage forecasts are inherently uncertain. The past has shown that unfortunate
decisions have been made in ignorance of the potential forecast errors (e.g., Pielke,
1999; Morss, 2010). For users, forecasts are most important in extreme situations,20

such as droughts and floods. Due to their infrequency and the subsequent scarcity
of data, forecasts have larger errors where accuracy has the most value. Additionally,
users might only experience such an event once or twice in their lifetime, so that they
have no experience to what extent they can rely on deterministic forecasts in such
situations. Given the many sources and complexity of uncertainty and the lacking user25

experience, it is easy to see how forecast users find it difficult to estimate the forecast
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error. Including uncertainty in weather forecasts has been strongly recommended (e.g.,
National Research Council, 2006).

There are two types of approaches to quantify uncertainty (e.g., Leahy, 2007;
Demargne et al., 2013; Regonda et al., 2013): those addressing certain sources of
uncertainty in the output, e.g., input uncertainty and hydrological uncertainty, and those5

taking into account all sources of uncertainty in a lumped fashion. Both approaches
have their advantages. Modelling each source separately can take into account that
the different sources of uncertainty have different characteristics (e.g., some sources
of uncertainty depend on lead time, while others do not). This approach is likely to result
in better performing, more parsimonious models. On the downside, it is expensive to10

develop, maintain and run. As an alternative, the lumped quantification of uncertainty
is a less resource-intensive approach (Regonda et al., 2013).

The National Weather Service has chosen for ensemble forecasting to quantify the
uncertainty from major sources (Demargne et al., 2013). As of today, the National
Weather Service does not routinely publish uncertainty information along with their15

short-term river-stage forecast (Fig. 1). Until the NWS has implemented probabilistic
forecasting for short-term products (next few hours and days), the only way that users
can get a sense of the uncertainty is by comparing the quantitative precipitation
forecast (QPF) with the non-QPF forecast. The QPF-forecast includes the precipitation
predicted for the next 12 h and zero precipitation for the forecasts beyond 12 h.1 The20

non-QPF forecast assumes no precipitation. Combined, these two forecasts give an
idea of how much difference (a short period of) precipitation would make for the stage
height in the river. The non-QPF serves as a reasonable lower bound; however, the
QPF forecast is not an upper bound (i.e., precipitation could exceed the forecast
values).25

1This practice differs from RFC to RFC and also over time. For the ABRFC Welles
et al. (2007) report: ∼ 1993–1994: zero QPF; ∼ 1995–2000 24 h QPF for first 24 h, zero QPF
beyond 24 h; ∼ 2001–2003 12 h QPF for first 12 h, zero QPF beyond 12 h.

11283

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

As of today, only the “outlooks” produced by the Ensemble Streamflow Prediction
part of the NWS River Forecasting System are probabilistic, i.e., quantify uncertainty:
an exceedance curve for a period of three month and bar plots for each week of a three
months period, see Figs. 2 and 3. These graphs can be used to determine with which
probability each river stage will be exceeded in those weeks or three-months period.5

Although the short-term weather forecasts for the next few days are much used to
prepare for flood events, they have remained deterministic, as shown in Fig. 1.2

NWS has developed the Hydrologic Ensemble Forecast Service (HEFS) to be able
to provide short-term and medium-term probabilistic forecasts. Its implementation at all
13 river forecasts center is planned to be completed in 2014 (Demargne et al., 2013).10

In contrast to the ensemble approach chosen by the NWS, the post-processing
method that is further developed in this paper – quantile regression – does not
distinguish between sources of uncertainty, but studies the overall uncertainty in
a lumped fashion. This choice is motivated by the fact that the total predictive
uncertainty, rather than its different sources, are relevant for decision-making15

(Solomatine and Shrestha, 2009). To further strengthen the main advantage of this
method, i.e., requiring relatively little resources, we exclusively use publicly available
data to build our models.

Most previously developed post-processors to generate probabilistic forecasts share
the overall set-up but differ in their implementation. Explanatory variables such as the20

forecasted and observed river stage, river flow or precipitation, and previous forecast
errors are used to predict the forecast error, conditional probability distribution of
the forecast error or other metrics of uncertainty for various lead times (e.g., Kelly
and Krzysztofowicz, 1997; Montanari and Brath, 2004; Montanari and Grossi, 2008;
Regonda et al., 2013; Seo et al., 2006; Solomatine and Shrestha, 2009; Weerts25

et al., 2011). Among others, these methods differ in their mathematical methods,
their sub-setting of data, and the output metric. Please see Regonda et al. (2013)
and Solomatine and Shrestha (2009) for a summary of each method. In a meta-

2The deterministic forecasts are also available as text or tables.
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analysis of four different post-processing methods to generate confidence intervals,
the quantile regression method was one of the two most reliable methods (Solomatine
and Shrestha, 2009), while being the mathematically least complicated method and
requiring few assumptions.

This paper further develops one of the methods mentioned above: the Quantile5

Regression method to post-process river forecasts introduced by Weerts et al. (2011).
That study achieved impressive results in estimating the 50 and 90 % confidence
interval of river-stage forecasts for three case studies in England and Wales using QR
with calibration and validation datasets spanning two years each. In some aspects, our
approach differs from the original approach by Weerts et al. (2011) and López López10

et al. (2014). We predict the probabilities that flood stages are exceeded rather than
uncertainty bounds, because the former are more relevant to decision-making. In an
attempt to balance missed alarms and false alarms, decision-makers are likely to resort
to the best estimate (i.e., the deterministic forecast) rather than basing actions on
the 50 or 90 % confidence interval. Additionally, predicting the probability of an event15

corresponds with other forecasts with which users have much experience, e.g., the
probability of precipitation. Morss et al. (2010) found in a survey of the general US
public that most people are able to base decisions on those forecasts. Additionally, we
are fortunate to have a much larger dataset, consisting of archived forecasts for 82 river
gages covering 11 years available.20

In this paper, the QR method is applied to the 82 river gages of the North Central
River Forecast Center (NCRFC) encompassing (parts of) Illinois, Michigan, Wisconsin,
Minnesota, Indiana, North Dakota, Iowa, and Missouri.3 To our knowledge, this paper
is the first application of the QR method to the US American context.

The method is further developed by demonstrating the benefit – measured by an25

increase in Brier Skill Score (BSS) – of including the rise rates of water levels in
past hours and the past forecast errors as independent variables into the quantile
regression. For extremely high water levels the variable combination has to be

3As of spring 2014, the NCRFC does not publish any sort of probabilistic forecasts.
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customized for each river gage. For those, sets of few independent variables work best.
Variable combinations for other event thresholds should include as many dependent
variables as possible. Using the same combination for all of them works satisfactorily.
Furthermore, it is found that the forecast – the only independent variable in the original
QR method – is difficult to combine with the other dependent variables. Last, the5

method is shown to be robust to the size of the training dataset. However, the forecast
performance does vary significantly across locations, lead times, water levels, and
forecast year.

The paper is structured as follows. The Method section summarizes the additions
that this paper makes to the quantile regression method introduced by Weerts10

et al. (2011). It reviews the method, explains the additions, introduces the performance
metric, and discusses the computations and data. The Results section first reviews
the overall forecast error for the dataset. It then compares the proposed method to
the original quantile regression as demonstrated for river gages in Wales and England
(Weerts et al., 2011). Finally, it discusses the robustness of the proposed method. The15

fourth and last section presents the conclusions and proposes further research ideas.

2 Method

The use of quantile regression to quantify the error distribution of river-stage forecasts
has first been presented by Weerts et al. (2011) for river catchments in the England
and Wales. In this paper, we further develop Weerts’ original method in three20

ways: (a) by including additional variables instead of using only the forecast itself
as an independent variable, (b) by testing the robustness of the method across
locations, lead times, event thresholds, forecast years, and the size of training dataset,
(c) by estimating the more decision-relevant probability of exceeding flood stages rather
than confidence bounds. To develop the different configurations of quantile regression25

and to compare their performance, the Brier Skill Score (BSS) is used.
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In the following, the quantile regression itself, the proposed addition to the method,
and the undertaken computations are explained.

2.1 Quantile Regression

In the context of river forecasts, linear quantile regression has been used to estimate
the distribution of forecast errors as a function of the forecast itself. Weerts et al. (2011)5

summarize this stochastic approach as follows:
“[It] estimates effective uncertainty due to all uncertainty sources. The approach

is implemented as a post-processor on a deterministic forecast. [It] estimates the
probability distribution of the forecast error at different lead times, by conditioning the
forecast error on the predicted value itself. Once this distribution is known, it can be10

efficiently imposed on forecast values.”
Quantile Regression was first introduced by Koenker (2005, 1978). It is different

from ordinary least square regression in that it predicts percentiles rather than the
mean of a dataset. Koenker and Machado (1999, p. 1305) and Alexander et al. (2011)
demonstrate that studying the coefficients and their uncertainty for different percentiles15

generates new insights, especially for non-normally distributed data. For example,
using quantile regression to analyze the drivers of international economic growths,
Koenker and Machado (1999) find that benefits of improving the terms of trade show
a monotonously increasing trend across percentiles, thus benefitting faster-growing
countries proportionally more.20

In its original application to river forecasts by Weerts et al. (2011), the forecast values
and the corresponding forecast errors are transformed into the Gaussian domain using
Normal Quantile Transformation (NQT), as instructed by Bogner et al. (2012) to account
for heteroscedasticity. Building on this study, López López et al. (2014) compare
different configurations of QR with the forecast as the only independent variable,25

including configurations omitting NQT. They find that no configuration was consistently
superior for a range of forecast quality metrics (López López et al., 2014). To be able
to combine variables of different nature, we build a model based on untransformed
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variables. The reason to do so will be discussed and illustrated later (see Figs. 11
and 12).

Using the transformed data, a quantile regression is run for each lead time and
desired percentile with the forecast error as the dependent variable and the forecast
and other variables as the independent variables.4 To prevent the quantile regression5

lines from crossing each other, a fixed effects model is implemented below a certain
forecast value. Weerts et al. (2011) give a detailed mathematical description for
applying QR to river forecasts. Mathematically, the approach is formulated as follows:

Equation (1): Original QR implementation with NQT, with percentiles of the forecast
error as the dependent variable and the only independent variable being the forecast10

itself, bot transformed into the normal domain.

Fτ(t) = f (t)+NQT−1[aτ · VNQT(t)+bτ] (1)

Equation (2): QR implementation without NQT, with percentiles of the forecast error as
the dependent variable and multiple independent variables.15

Fτ(t) = f (t)+
I∑
i

ai ,τ · Vi (t)+bτ (2)

with

Fτ(t) – estimated forecast associated with percentile τ and time t

f (t) – original forecast at time t20

Vi (t) – the independent variable i (e.g., the original forecast) at time t

Vi ;NQT(t) – the independent variable I transformed by NQT at time t

ai ,τ,bτ – model coefficients

4As mentioned in Weerts et al. (2011), our quantile regression models have likewise a higher
predictive capacity, if the forecast error rather than the forecast itself is used as the dependent
variable.
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The second part of the equations stands for the error estimate based on the quantile
regression model for each percentile τ and lead time. In Eq. (1), that was used in the
original QR method proposed by Weerts et al. (2011), this estimation was executed in
the Gaussian domain using only the forecast as independent variable.5

2.2 Brier Skill Score5

The original QR implementation by Weerts et al. (2011) was evaluated by determining
the fraction of observations that fell into the confidence intervals predicted by the QR
model; i.e., ideally, 90 % of the observations should be larger than the predicted 10th
percentile for that day, and smaller than the predicted 90th percentile. López López
et al. (2014) used a number of metrics to assess model performance, e.g., the10

Brier Skill Score (BSS), the mean continuous ranked probability (skill) score (RPSS),
the relative operating characteristic (ROC), and reliability diagrams to compare QR
configurations.

We use the Brier Skill Score to compare the different versions of the QR model
proposed in this paper. We chose to optimize our QR models based on the BSS, first15

introduced by Brier (1950), for two reasons. First, for decision-making the probability
with which a certain water level, e.g., a flood stage, is exceeded is more useful
than confidence intervals. Second, the Brier Score can be decomposed into two
different measures of forecast quality (see Eq. 3): reliability and resolution. The third
component is uncertainty, which is a hydrological characteristic inherent to the river20

gage. Thus, it is not subject to the forecast quality. Equation (3) gives the definition
of the (de-composed) Brier Score (e.g., Jolliffe and Stephenson, 2012; Anon, 2014;
WWRP/WGNE, 2009).6

5All quantile regressions were done using the command rq () in the R-package “quantreg”
(Koenker, 2013).

6Bröcker (2012) showed that the conventional decomposition of the Brier Score
is biased for finite sample sizes. It systematically overestimates reliability, under- or
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Equation (3): Brier Score; de-composed into three terms: reliability, resolution and
uncertainty.

BS =
1
N

K∑
k=1

nk(fk −ok)
2 − 1

N

K∑
k=1

nk(ok −o)
2
+o(1−o) =

1
N

N∑
t=1

(ft −ot)
2 (3)

with5

BS – Brier Score

N – number of forecasts

K – the number of bins for forecast probability of binary event occurring on each day

nk – the number of forecasts falling into each bin

ok – the frequency of binary event occurring on days in which forecast falls into bin k10

fk – forecast probability

o – frequency of binary event occurring

ft – forecast probability at time t

ot – observed event at time t (binary: 0 – event did not happen, 1 – event happened)
15

The Brier Score pertains to binary events, e.g., the exceedance of a certain river
stage or flood stage. Reliability compares the estimated probability of such an event

overestimates resolution, and underestimates uncertainty. Several authors proposed less
biased decompositions (e.g., Bröcker, 2012; Ferro and Fricker, 2012). Additionally, Stephenson
et al. (2008) proved that the Brier Score has two additional components when it is computed
based on bins, as is usually done. Nonetheless, we chose to stick to the conventional
decomposition and using bins, as implemented in the R-package “verification” (NCAR-
Research Applications Laboratory, 2014; Wilks, 1995) to ensure that our results can be readily
compared to other studies like López López et al. (2014). After all, the Score is mainly used
to compare model configurations, rather than establishing the absolute performance of each
model.
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with its actual frequency. For example, perfect reliability means that on 60 % of all
days for which it was predicted that the water level would exceed flood stage with
a 60 % probability, it actually does so. A forecast with perfect reliability would follow the
diagonal in Fig. 4, i.e., the area in Fig. 4a representing reliability would equal zero (e.g.,
Jolliffe and Stephenson, 2012; Anon, 2014; WWRP/WGNE, 2009). The configuration5

by López López et al. (2014) performs well in terms of reliability. When estimating
confidence intervals, Weerts et al. (2011) achieved good results especially for the more
extreme percentiles (i.e., 10th and 90th).

Resolution pertains to how much better the forecast performs than taking the
historical frequency (climatology) as a forecast. For example, for a gage where flood10

stage is exceeded on 5 % of the days in a year, simply using the historical frequency
as the forecast would mean forecasting that the probability of the water level exceeding
flood stage is 5 % on any given day (e.g., Jolliffe and Stephenson, 2012; Anon, 2014;
WWRP/WGNE, 2009). In Fig. 4, a forecast with good resolution would be steeper
than the dashed line that represents climatology, i.e., the area in Fig. 4a representing15

resolution would be maximized. In absolute terms, the resolution can never exceed the
third term in Eq. (3) representing the uncertainty inherent to the river gage. Through the
resolution component, the Brier Score is related to the area under the relative operating
characteristic (ROC) curve (for more detail, see Ikeda et al., 2002). The latter likewise
quantifies how much better a forecast is than random guessing in detecting a binary20

event; though unlike the Brier Score it focuses on the ratios of false and missed alarms
(e.g., Jolliffe and Stephenson, 2012; Anon, 2014; WWRP/WGNE, 2009).

A forecast possesses skill, i.e., performs better than random guessing or climatology,
if it is inside the shaded area in Fig. 4b. The Brier Skill Score (BSS) equals the Brier
Score normalized by climatology to make the score comparable across gages with25

different frequencies of a binary event.7 The BSS can range from minus infinity to

7All measures of forecast quality were computed using the R-package “verification” (NCAR,
2014).
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one. A BSS below zero indicates no skill; the perfect score is one (e.g., Jolliffe and
Stephenson, 2012; Anon, 2014; WWRP/WGNE, 2009).

2.3 Proposed addition: more than one independent variable

Intuitively, more information should lead to better prediction of the distribution of the
forecast error, because the regression models would be based on more data. The most5

obvious variables to include besides the forecast itself are the observed water level 24
and 48 h ago, the observed rise in water level in the last 24 and 48 h (called rise rate
hereafter), the forecast error 24 and 48 h ago, or the time of the year, e.g., month or
season. Other potential variables are the water levels observed up- and downstream at
various times, the precipitation upstream of the catchment area, and the precipitation10

forecast. However, these latter variables are much more difficult to gather because of
the way in which data is archived at the National Climatic Data Center (NCDC).8

In preliminary trials on two case studies (gages HARI2 and HYNI2), it was found
that season and months are not significant in quantile regression models to predict the
quantiles of the forecast error. It was also found that the rise rates and the forecast15

errors are better predictors than the water levels observed in previous days. After all,
the observed water levels are used to compute the rise rates and forecast errors, so
that these latter variables include the information of the former variable.

To determine which set of variables preforms best in generating probabilistic
forecasts, all 31 possible combinations of the forecast (fcst), the rise rate in the last 2420

and 48 h (rr24, rr48), and the forecast error 24 and 48 h ago (err24, err48) were tested
for 82 gages that the NCRFC issues forecasts for every morning (Table 1). Based on
the Bier Skill Score, a metric of forecast quality explained below, it was determined

8For the NCRFC, the river forecast and the observed water levels are saved in the same text
product available at: http://cdo.ncdc.noaa.gov/pls/plhas/HAS.FileAppSelectfidatasetname=
9957ANX (last access: July 2014). (Station ID: KMSR, Bulletin ID: FGUS5). Requesting the
corresponding precipitation and precipitation forecast requires an extensive effort or direct
access to the database.
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which variable combination on average and most often leads to the best out-of-sample
results for various lead times and water levels.

2.4 Computations

The output of our QR application to river forecasts is the probability that a certain
water level in the river or flood stage is exceeded on a given day, e.g., “On the day5

after tomorrow, the probability that the river exceeds 15 feet is 60 %.” This is done in
two steps. First, a training dataset (first half of the data) is used to build one quantile
regression model for each of the following percentiles: [0.05, 0.1, 0.15, . . . , 0.85, 0.90,
0.95]. The dependent variable is the water level. As described above, the forecast itself,
the rise rates and forecast errors serve as independent variables.10

In the second step, these QR models are used to predict the water levels
corresponding with each model’s percentile on each day in the verification dataset
(the second half of the dataset). Effectively, for each day in the verification dataset,
a discrete probability distribution of water levels is predicted. Each QR model
contributes one point to that distribution.15

In our opinion, this probability distribution of water levels is too much information to
efficiently make decisions. The model performance should be assessed for a decision-
relevant output. Therefore, we calculate the probability with which various water levels
(called event thresholds hereafter) will be exceeded. The probability of exceeding each
water level is computed by linearly interpolating between the points of the discrete20

probability distribution that was computed in the previous step.9

To be able to compare various model configurations, the Brier Skill Score is
determined across all the days in the verification dataset. As explained above, the
BSS is based on the difference between the predicted exceedance probability and the
observed exceedance (binary), averaged across all days in the verification dataset.25

9Using the command “approx(x, y, xout, yleft = 1, yright = 0, ties = mean)” in the R-package
“stats” (R-Core Team, 2014).
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To study whether the various combinations of variables perform equally well for high
and low thresholds, these last computational steps (i.e., interpolating to determine the
exceedance probability for a certain water level and calculating the BSS) were done
for the 10th, 25th, 75th, and 90th percentile of observed water levels and the decision-
relevant four flood stages (action stage, and minor, moderate, and major flood stage)5

of each gage.
To determine the optimal set of independent variables, the entire procedure is

repeated for each of the 31 variable combinations in Table 1, thus using a different
set of independent variables each time. To test the robustness of this approach, the
procedure was also repeated for each river gage and for several lead times. The result10

is 31 BSSs for 82 river gages for four different lead times (one to four days) and for
different event thresholds (i.e., flood stages or percentiles of the observed water level).

2.5 Data

The National Weather Service (NWS) issues river-stage forecasts for ∼ 4000 river
gages every day. Such daily published forecasts predict the stage height in 6 h intervals15

for up to five days ahead (20 6 h intervals).10 When floods occur and increased
information is needed, the local river forecast center (RFC) can decide to publish river-
stage forecasts more frequently and for more locations. Welles et al. (2007) provides
a detailed description of the forecasting process.

For this paper, all forecasts published by the North Central River Forecast Center20

(NCRFC) between 1 May 2001 and 31 December 2013 were requested from the
NCDC’s HDSS Access System.11 In total, the NCRFC produces forecasts for 525

10The river-stage forecasts are produced by one of NWS’ thirteen river forecasts centers
(RFCs). Every morning the forecasts are forwarded to one of NWS’s 122 local weather forecast
offices (WFOs), who then disseminate the information to the public through a variety of media
channels or by issuing warnings.

11URL (last accessed July 2014): http://cdo.ncdc.noaa.gov/pls/plhas/HAS.FileAppSelect
fidatasetname=9957ANX; Station ID: KMSR, Bulletin ID: FGUS5.
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gages (Fig. 5). For 82 of those gages, forecasts have been published daily for
a sufficient number of years, and are not inflow forecasts. The latter have been
excluded from the forecast error analysis because they forecast discharge rather than
water level. About half of the analyzed gages are along the Mississippi River. The
Illinois River and the Des Moines River are two other prominent rivers in the region.5

The drainage areas of the 82 river gages average 61 500 square miles (minimum
200 sq.miles; maximum 708 600 sq.miles).

Two river gages serve as an illustration for the points made throughout this paper.
Hardin, IL is just upstream the confluence of the Illinois River and the Mississippi River
(Fig. 5). Therefore, it probably experiences high water levels through backwatering,10

when the high water levels in the Mississippi River prevent the Illinois River from
draining. Henry, IL is located ∼ 200 miles (∼ 320 km) upstream of Hardin, having
a difference in elevation of ∼ 25 feet (∼ 7.6 m). The Illinois River is ∼ 330 miles (∼
530 km) long,12 draining an area of ∼ 13500 square miles (∼ 35000 km2) at Henry13

and ∼ 28700 square miles (∼ 72000 km2) at Hardin.14
15

3 Results

3.1 Forecast error at NCRFC’s gages

In general, the NCRFC’s forecasts are well calibrated across the entire dataset. The
average error, defined as observation minus the forecast, is zero for most gages.

12Illinois Environmental Protection Agency: “Illinois River and Lakes Fact Sheets”, URL
(accessed 24 April 2014): http://dnr.state.il.us/education/aquatic/aquaticillinoisrivlakefactshts.
pdf.

13Source: http://waterdata.usgs.gov/nwis/nwisman/fisite_no=05558300&agency_cd=
USGS.

14Source: http://waterdata.usgs.gov/nwis/nwisman/fisite_no=05587060&agency_cd=
USGS.
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For lead times longer than three days, a slight underestimation by the forecast is
noticeable. By a lead time of 6 days this underestimation averages 0.41 feet only
(Fig. 6a, Table 2a). Extremely low water levels, defined as below the 10th percentile
of observed water levels, are also well calibrated (Fig. 6b, Table 2b). However, when
considering higher water levels the picture changes.15 The underestimation becomes5

more pronounced, averaging 0.29 feet for three days of lead time and 1.14 feet for
six days of lead time, when only observations exceeding the 90th percentile of all
observations are considered (Fig. 6c, Table 2c). When only looking at observations that
exceeded the minor flood stages corresponding to each gage,16 the underestimation
averages 0.45 feet for three days of lead time and 1.51 feet for 6 days of lead10

time (Fig. 6d, Table 2d). However, some gages, such as Morris (MORI2), Marseilles
Lock/Dam (MMOI2) – both on the Illinois River – and Marshall Town on the Iowa River
(MIWI4) experience average errors of 5 to 12 feet for water levels higher than minor
flood stage.

3.2 Including more variables15

In total, the Brier Skill Score (BSS) for 31 variable combinations (Table 1) across various
lead times and event threshold have been compared. Across 82 river gages, it has been
analyzed (a) which combinations perform best and worst most often, and (b) which sets
of variables deliver the best BSSs on average.

15The gages MORI2 and MMOI2 are upstream of a dam. It is likely that the forecasts
performed so poorly there, because the dam operators deviated from the schedules that they
provide the river forecast centers to base their calculations on.

16Flood stages are based on the damage done by previous floods. It depends on the context,
e.g., the shape of the river bed and the development of the river shores, which water levels
cause damage. Therefore, it depends on the river gage which percentiles of observed water
levels the flood stages correspond with.
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3.2.1 Frequency analysis

For each lead time (i.e., one to four days) and various event thresholds (i.e., 10th,
25th, 75th, 90th percentiles as well as the four flood stages), we counted how often
each variable combination resulted in the highest and the lowest BSS across the 82
river gages. Figure 7 shows that for water levels below the 50th percentile variable5

combinations with four or more variables return the best BSSs most often, while those
with one and two variables perform worst most often. For thresholds higher than the
50th percentile the distributions gradually become more flat. For the 90th percentile,
a clear trend is no longer detectable. The same set of histograms for the four flood
stages (i.e., action, minor, moderate, and major) confirms this (Fig. 8). Across lead10

times, there is a slight trend noticeable that single variables tend to be the worst
combination more often for longer lead times. Thus, the further out one is forecasting,
the more important it becomes to include more data in the model.

3.2.2 Best performing combinations on average

For each river gage, the combinations have been ranked by BSSs. It was found that15

the more variables are included in a set, the higher that set of variables will rank on
average (Fig. 9). However, for extremely high water levels, this trend gradually reverses
(Fig. 10). For action stage17 and minor flood stage,18 a slightly increasing trend is still

17Across the 82 stations, action stage corresponds with water levels between the 60th and
100th percentile.

18Across the 82 stations, minor flood stage corresponds with water levels between the 70th
and 100th percentile.
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visible. For moderate19 and major flood stage,20 combinations with fewer variables rank
higher on average.

Considering these findings and those of the frequency analysis earlier, the models
for the various river gages can generally be based on the same variable combinations
of four or more variables. But for extremely high water levels, a model with variable5

combinations specific to each river gage has to be built in order to achieve high BSSs.
The combinations including the forecast (indicated by gray vertical lines in Figs. 9

and 10) perform less well than those that exclude it. Plotting the independent variables
against the forecast error as the dependent variable makes the reason visible (Figs. 11
and 12). Without a transformation into the normal domain, the forecast does not provide10

a lot of information for the QR model. In contrast, the other four variables do not lend
themselves for linear quantile regression after performing NQT. Further research is
necessary to reconcile these two types of variables. A possible solution could be to
build QR models for subsets of the transformed dependent and independent variable.

3.2.3 Brier Skill Score15

Including the rise rate and forecasts errors as independent variables into the QR
model improves the Brier Skill Score (BSS) significantly. Figure 13 illustrates the BSS
when using the model as originally introduced by Weerts et al. (2011). Using the
best performing variable combination instead, gives an upper bound of the BSSs that
can be achieved at best. This configuration increases the mean and decreases the20

standard deviation (Table 3, Fig. 14). The performance improves most where all model

19Across the 82 stations, moderate flood stage corresponds with water levels between the
80th and 100th percentile.

20Across the 82 stations, major flood stage corresponds with water levels between the 90th
and 100th percentile.
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configurations perform worst: at the 10th percentile.21 The decrease of the BSSs with
lead time also becomes considerably less with this configuration. Additionally, an one-
size-fits-all approach was tested to investigate, whether customizing the QR model to
each river gage would be worth it. In this configuration, the rise rates in the past 24
and 48 h and the forecast errors 24 and 48 h ago serve as the independent variables5

(combination 30). It was found that this approach returns only slightly worse results
than working with the best performing configuration for each river gage (Table 3;
Fig. 15). Accordingly, the same variable combination can be used for all river gages.

As shown in Fig. 8, this last conclusion is not true for extremely high water levels.
Including more variables does improve the BSSs considerably (Figs. 16 and 17,10

Table 3). However, for each river gage the best combination of variables needs to be
identified separately. Because data to build models is scarce for extreme levels, the QR
models all perform less well for each increase in flood stage.

The fact that the Brier Score can be de-composed into reliability, resolution and
uncertainty allows a closer look at which improvements are being achieved by including15

more variables. Figure 18 shows that the original QR model configuration by Weerts
et al. (2011) has high reliability (i.e., the reliability is close to zero). The Brier Score
and the Brier Skill Score mainly improve when using rise rates and forecast errors as
independent variables, because the resolution increases. The forecast quality improves
along other dimensions as well, i.e., the areas under the ROC curves and the ranked20

probability skill score (RPSS) increase. The first weighs missed alarms against false
alarms and has a perfect score equal to one. The latter is a version of the Brier Skill
Score. While the Brier Skill Score pertains to a binary event, the RPSS can take into
account various event categories. Its perfect score equals one (e.g., WWRP/WGNE,
2009).25

21Possibly, the models do not perform well for low percentiles, because the dependent
variable – the forecast error – exhibits very little variance at those water levels, i.e., the average
error is very small (Table 2).

11299

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

3.3 Robustness

The impact of the length of the training dataset on the model’s performance measured
by the Brier Skill Score (BSS) was assessed for the one-size-fits-all QR model (i.e.,
rise rates and forecast errors as independent variables for all gages) for Hardin and
Henry on the Illinois River. Each year between 2003 and 2013 was forecast by models5

trained on one year up to however many years of archived forecasts were available.
Figures 19 and 20 show that for those gages, it does not matter for the BSS how many
years are included in the training dataset. That is good news, if stationarity cannot be
assumed (Milly et al., 2008), a step-change in river regime has occurred, or forecast
data have not been archived in the past. In those cases, only short training datasets10

are available. However, the BSS varies considerably for what year is being forecast.
The forecast performance varies greatly, especially for the 10th and 25th percentile of
observed water levels. It is likely, that a very large dataset, including more infrequent
events, would improve these results. However, most river forecast centers only recently
started archiving forecasts in a text-format, so that even having ten years’ worth of data15

is an exception.22

To generalize the result, the same analysis as for Hardin and Henry was done
for all 82 gages. Following that, a regression analysis was executed with the BSS
score as the dependent variable and the river gages and forecast years as factorial
independent variables and the lead time, event thresholds, and number of training20

years as numerical independent variables. The forecast performance was found to
vary significantly across all those dimensions except the number of training years. This
results in a very wide range of Brier Skill Scores (Fig. 22). Accordingly, for the user, it is
particularly difficult to know how much to trust a forecast, if the performance depends
so much on context. Likewise, this is case for the original QR configuration (not shown).25

22To illustrate that point, the National Climatic Data Center has archived data from 2001
onwards available in their HDSS Access System.
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For low event thresholds, the BSSs are much worse than for high thresholds, and
the BSSs slightly decrease with lead time (Table 4). The regression is slightly biased
regarding the forecast quality for each forecast year. The earlier years are included
less often in the dataset with on average less years’ worth of data in their training
dataset, because, for example, unlike for the year 2013, ten years of training data5

were not available for the year 2006. Nonetheless, the regression indicates that 2008
was particularly difficult to forecast and 2012 relatively easy, i.e. they are associated
with relatively low and high coefficients respectively (Table 4). The performance of the
forecast additionally depends on the river gage. The coefficients of the river gages,
included as factors in the regression, have been excluded from Table 4 for the sake10

of brevity. Instead, Fig. 21 maps the geographic position of the river gages with the
color code indicating each gage’s regression coefficient. The coefficient is lower, and
therefore the Brier Skill Scores are lower, for gages far upstream a river and those
close to confluences. The latter is particularly visible where the Illinois River and the
Mississippi River join. At least for the gages at confluences, the QR model could15

probably be improved by including the rise rates at the river gages on the other joining
river into the regression.

4 Conclusions

In this study, quantile regression (QR) has been applied to estimate the probability
of the river water level exceeding various event thresholds (i.e., 10th, 25th, 75th, 90th20

percentiles of observed water levels as well as the four flood stages of each river gage).
This is the first study applying this method to the US American context. Additionally, it
further develops the method by including more independent variables and testing the
method’s robustness across locations, lead times, event thresholds, forecast years and
sizes of training dataset.25

Most importantly, it was found that including rise rates in the past 24 and 48 h and the
forecast errors of 24 and 48 h ago as independent variables improves the performance
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of the QR model, as measured by the Brier Skill Score. Since the reliability was
already high with the original QR method as proposed by Weerts et al. (2011), the
new configuration mainly increases the resolution.

For extremely high water levels, the combinations of independent variables that
perform best vary across stations. On those days, combinations of fewer variables5

perform better than those that include more. In contrast to these extremely high event
thresholds, larger sets of variables work better than smaller ones for non-extreme and
low event thresholds. Additionally, a one-size-fits-all approach (i.e. the rise rates and
forecasts errors as independent variables) performs satisfactorily for those cases.

The new independent variables – rise rates and forecast errors – do not combine10

well with forecast itself. The latter was the only variable included in the original QR
configuration as studied by Weerts et al. (2011) and López López et al. (2014). To
account for heteroscedasticity, the forecast was transformed into the Gaussian domain.
However, the rise rates and the forecast errors do not lend themselves for linear
quantile regression after such a transformation. Therefore, it is difficult to combine15

these two variables. A possible solution could be to build regression models for subsets
of the transformed data. However, such an approach drastically decreases the amount
of data available for each model.

The proposed QR method is robust to the size of training dataset, which is convenient
if stationarity cannot be assumed (Milly et al., 2008), a step-change in the river regime20

has occurred, or – as is the case for most river forecast centers – only recent forecast
data have been archived. However, the performance of the method does depend on the
river gage, the lead time, event threshold and year that are being forecast. This results
in a very wide range of Brier Skill Scores. This means that the danger remains that
forecast users make good experiences with a forecast in one year or at one location25

and assume it is equally reliable in other locations and every year. As is the case with
most other forecasts, an indication of uncertainty needs to be communicated alongside
the exceedance probabilities generated by our approach.
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The proposed approach performs less well for longer lead times, for gages far
upstream a river or close to confluences, for low event thresholds and extremely high
ones. The model might be performing less well for low event thresholds, because the
variance in the dependent variable – the forecast error – is smaller. After all, river
forecasts have much smaller errors for lower water levels. In turn, for extremely high5

water levels, the scarcity of data decreases the model performance.

Future work

The methods can be further developed in several ways to achieve higher Brier Skill
Scores and more robustness. First, more independent variables can be added. Trials
with a different method, classification trees, showed that the observed precipitation, the10

precipitation forecast (i.e., POP – probability of precipitation) and the upstream water
levels significantly improve models. Presumably, this is the case, because the QPF-
forecast includes the precipitation forecast only for the next 12 h. However, currently,
the precipitation data and forecasts can only be requested in chunks of a month, three
chunks per day, from the NCDC’s HDSS Access System.23 For a period of 12 years,15

requesting such data for several weather stations24 is obviously time-consuming.
Upstream water levels can easily be included after manually determining the upstream
gage(s) for each of the 82 NCRFC gages. To improve model performance at gages
close to river confluences, the upstream water level of the gages on the joining river
should be included as well.20

Different approaches of sub-setting the data to improve models results also warrant
consideration. Particularly, clustering the data by variability seems promising. However,
early trials indicated that this method is very sensitive to the training dataset.

23URL: http://cdo.ncdc.noaa.gov/pls/plhas/HAS.FileAppSelectfidata
setname=9957ANX, last access: July 2014.

24The geographical units of the weather forecasts bulletins do not correspond with those of
the river forecast bulletins.
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As mentioned above, the QR method works less well for low than for high event
thresholds. Further study should investigate, why that is the case, and identify possible
solutions. The current study focused on extremely high event thresholds, i.e., flood
stages, but not on lower ones, i.e., below the 50th percentile of observed water levels.

Last, the proposed method would need to be verified for gages for which the5

NCRFC does not publish daily forecasts. Ignorance of the uncertainty inherent in
river forecasts have had some of the most unfortunate impacts on decision-making
in Grand Forks, ND and Fargo, ND (Pielke, 1999; Morss, 2010). Both of those stages
are discontinuously forecast NCRFC gages.

Acknowledgements. To ensure anonymity, this section will be added after the review process.10
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Table 1. Variable combinations.

Combi fcst err24 err48 rr24 rr48 Combi fcst err24 err48 rr24 rr48

1 • 16 • • •
2 • 17 • • •
3 • 18 • • •
4 • 19 • • •
5 • 20 • • •
6 ◦ ◦ 21 • • •
7 ◦ ◦ 22 • • •
8 ◦ ◦ 23 • • •
9 ◦ ◦ 24 • • •
10 ◦ ◦ 25 • • •
11 ◦ ◦ 26 ◦ ◦ ◦ ◦
12 ◦ ◦ 27 ◦ ◦ ◦ ◦
13 ◦ ◦ 28 ◦ ◦ ◦ ◦
14 ◦ ◦ 29 ◦ ◦ ◦ ◦
15 ◦ ◦ 30 ◦ ◦ ◦ ◦

31 • • • • •

fcst= forecast; rr24, rr48= rise rate in the past 24 and 48 h;
err24, err 48= forecast error 24 and 48 h ago
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Table 2. Error statistics for the forecast error (a) of the whole dataset, (b) on days that the
water level did not exceed the 10th percentile of observations, (c) on days that the water level
exceeded the 90th percentile of observations, (d) on days that the water level exceeded minor
flood stage. For easier reading, the mean values are in bold.

Average errors Lead Time
of 82 gages Day 1 Day 2 Day 3 Day 4 Day 5 Day 6

(a) All Observations

Minimum −0.21 −0.08 −0.09 −0.07 −0.04 0.02
Median 0.01 0.02 0.06 0.13 0.22 0.30
Mean 0.01 0.04 0.10 0.18 0.30 0.41
Maximum 0.19 0.21 0.76 1.65 2.62 3.47

(b) Observations < 10th Percentile

Minimum −1.2 −0.35 −0.38 −0.41 −0.38 −0.39
Median −0.03 −0.04 −0.05 −0.05 −0.04 −0.04
Mean -0.06 -0.06 -0.06 -0.06 -0.05 -0.04
Maximum 0.03 0.04 0.05 0.12 0.17 0.25

(c) Observations > 90th Percentile

Minimum −0.11 −0.23 −0.31 −0.38 −0.38 −0.27
Median −0.01 0.02 0.15 0.32 0.55 0.81
Mean 0.01 0.09 0.29 0.55 0.82 1.14
Maximum 0.34 1.01 3.12 5.13 6.81 8.56

(d) Observations > Flood Stage

Minimum −0.20 −0.30 −0.44 −0.63 −0.78 −0.80
Median −0.02 −0.03 0.22 0.45 0.78 1.10
Mean 0.01 0.17 0.45 0.80 1.14 1.51
Maximum 0.65 2.44 5.70 8.37 10.40 11.74
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Table 3. Means and standard deviations of Brier Skill Scores resulting from three QR
configurations: the original using the transformed forecast only as independent variable; the
best performing combination for each river gage (upper performance limit); rise rates in the
past 24 and 48 h and the forecast errors 24 and 48 h ago as independent variables (one-size-
fits-all solution).

Q10 Q25 Q75 Q90 Q10 Q25 Q75 Q90

Day 1 Day 2

NQT-fcst 0.34 (0.52) 0.65 (0.36) 0.90 (0.07) 0.88 (0.08) 0.24 (0.57) 0.59 (0.35) 0.85 (0.10) 0.82 (0.12)
Best combi.s 0.54 (0.34) 0.78 (0.18) 0.93 (0.05) 0.91 (0.06) 0.49 (0.36) 0.74 (0.19) 0.90 (0.05) 0.87 (0.07)
Rise rate 24/48+error 24/48∗ 0.49 (0.41) 0.77 (0.18) 0.92 (0.05) 0.93 (0.06) 0.42 (0.44) 0.73 (0.19) 0.90 (0.06) 0.86 (0.09)

Day 3 Day 4

NQT-fcst 0.20 (0.61) 0.56 (0.33) 0.81 (0.10) 0.75 (0.15) 0.19 (0.55) 0.55 (0.31) 0.77 (0.13) 0.69 (0.18)
Best combi.s 0.47 (0.37) 0.74 (0.17) 0.89 (0.05) 0.85 (0.09) 0.46 (0.37) 0.73 (0.18) 0.89 (0.05) 0.84 (0.09)
Rise rate 24/48+error 24/48∗ 0.40 (0.44) 0.72 (0.19) 0.88 (0.06) 0.84 (0.11) 0.39 (0.43) 0.71 (0.20) 0.88 (0.05) 0.82 (0.20)

Action Minor Moderate Major Action Minor Moderate Major

Day 1 Day 2

NQT-fcst 0.81 (0.27) 0.42 (1.12) 0.38 (1.02) −0.80 (2.07) 0.68 (0.59) 0.41 (0.90) 0.25 (1.2) −1.30 (1.96)
Best combi.s 0.86 (0.26) 0.78 (0.27) 0.73 (0.24) 0.36 (0.66) 0.82 (0.29) 0.73 (0.28) 0.68 (0.24) 0.26 (0.67)

Day 3 Day 4

NQT-fcst 0.67 (0.37) 0.37 (0.87) −0.09 (1.42) −1.69 (2.24) 0.62 (0.35) 0.22 (1.00) −0.07 (1.05) −1.52 (1.96)
Best combi.s 0.81 (0.26) 0.71 (0.31) 0.64 (0.23) 0.19 (0.76) 0.79 (0.26) 0.69 (0.30) 0.60 (0.23) 0.13 (0.72)

∗ Combination 30.
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Table 4. Regression results.

Coef. SD

Intercept −0.206 0.031 ∗∗∗

Event thresholds 0.265 0.003 ∗∗∗

Lead Times −0.021 0.003 ∗∗∗

Forecast Years
2004 −0.266 0.020 ∗∗∗

2005 −0.081 0.018 ∗∗∗

2006 −0.125 0.017 ∗∗∗

2007 −0.129 0.017 ∗∗∗

2008 −0.203 0.017 ∗∗∗

2009 −0.125 0.016 ∗∗∗

2010 −0.140 0.017 ∗∗∗

2011 −0.128 0.016 ∗∗∗

2012 0.056 0.017 ∗∗∗

2013 −0.054 0.016 ∗∗∗

Number of Years in Training Dataset 0.001 0.001
River Gages ***

For the sake of brevity, the 82 river gages included in the regression
as factors are omitted here.

R2 0.26
Adjusted R2 0.25

P values: ∗∗∗ – < 0.001; ∗∗ – 0.01; ∗ – 0.05; . – 0.1
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Figure 1. Deterministic short-term weather forecast in six hour intervals as published by the
NWS for Hardin, IL on 24 April 2014. Source: http://water.weather.gov/ahps2/hydrograph.php?
wfo=lsx&gage=hari2 (last access: 1 October 2014).
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Figure 2. Probabilistic long-term forecast as published by the NWS for Commerce,
OK on 14 December 2012: exceedance curve for three months period. (Not available
for Hardin, IL.) Source: http://water.weather.gov/ahps2/probability_information.php?wfo=
tsa&gage=COMO2&graph_id=2 (last access: 1 October 2014).

11313

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Figure 3. Probabilistic long-term forecast as published by the NWS for Commerce,
OK on 14 December 2012: bar plot for each week of a three months period. (Not
available for Hardin, IL.) Source: http://water.weather.gov/ahps2/probability_information.php?
wfo=tsa&gage=COMO2&graph_id=0 (last access: 1 October 2014).
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Figure 4. Theory behind Brier Skill Score illustrated for an imaginary forecast (red line):
(a) reliability and resolution; (b) skill. In (a), the area representing reliability should be as small,
and for resolution as large as possible. The forecast has skill (BSS> 0), i.e. performs better
than random guessing, if it is inside the shaded area in (b). Ideally, the forecast would follow
the diagonal (BSS= 1). (Adapted from Hsu and Murphy, 1986; Wilson, n.d.)
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Figure 5. Portion of the North Central River Forecast Centers river gages with Henry (HYNI2)
and Hardin (HARI2) indicated by the upper and lower red arrow respectively. Source:
http://www.crh.noaa.gov/ncrfc/.
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Figure 6. Forecast error for 82 river gages that the NCRFC publishes daily forecasts for. In anti-
clockwise direction starting at the top left: (a) average error; (b) error on days that the water
level did not exceed the 10th percentile of observations; (c) error on days that the water level
exceeded the 90th percentile of observations; (d) error on days that the water level exceeded
minor flood stage.
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Figure 7. Histograms of variable combinations returning the best and worst Brier Skill Scores
across 82 river gages. Each row of histograms refers to an event threshold defined as
a percentile of the observed water levels, and each column to a lead time. The dotted vertical
lines in the histograms distinguish variable combinations with different numbers of variables.
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Figure 8. Histograms of variable combinations returning the best and worst Brier Skill Scores
across 82 river gages. Each row of histograms refers to a flood stage, and each column to
a lead time. The dotted vertical lines in the histograms distinguish variable combinations with
different numbers of variables.
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Figure 9. Average rank for each variable combination for one to four days of lead time and four
percentiles of observed water levels. Vertical gray lines indicate variable combinations including
the forecast.
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Figure 10. Average rank for each variable combination for one to four days of lead time and
four flood stages. Vertical gray lines indicate variable combinations including the forecast.
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Figure 11. Independent variables plotted against the forecast error for Hardin IL with 3 days of
lead time. First row: forecast; second row: past forecast errors; third row: rise rates.
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Figure 12. Independent variables after transforming into the Gaussian domain plotted against
the forecast error for Hardin IL with 3 days of lead time. First row: forecast; second row: past
forecast errors; third row: rise rates.
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Figure 13. Brier Skill Scores of the original QR model (i.e., using the transformed forecast as
the only independent variable) for four lead times and percentiles of observed water levels.
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Figure 14. Brier Skill Scores for four lead times and percentiles of observed water levels using
the best variable combination for each river gage as independent variables in the QR model.
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Figure 15. Brier Skill Scores for four lead times and percentiles of observed water levels using
a one-size-fits-all approach (i.e., rr24, rr48, err24, err48) for the independent variables in the
QR model.
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Figure 16. Brier Skill Scores of the original QR model (i.e., using the transformed forecast as
the only independent variable) for four lead times and flood stages.
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Figure 17. Brier Skill Scores for four lead times and flood stages of observed water levels using
the best variable combination for each river gage as independent variables in the QR model.
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Figure 18. Comparison of the original QR model (i.e., only transformed forecast as independent
variables) and the one-size-fits-all approach (i.e., rise rates and forecast errors as independent
variables) using various measures of forecast quality: Brier Score (BS), Brier Skill Score (BSS),
Reliability (Rel), Resolution (Res), Uncertainty (Unc), Area under the ROC curve (ROCA),
ranked probability score (RPS), ranked probability skill score (RPSS). Lead time: 3 days; 75th
percentile of observation levels as threshold. The left figure zooms in on the right figure to make
changes in reliability and resolution better visible.
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Figure 19. Brier Skill Score for various forecast years and various sizes of training dataset
across different lead times (colors) and event thresholds (plots) for Hardin, IL (HARI2). The
filled-in end point of each line indicates the BSS for the forecast year on the x axis with one
year in the training dataset. Each point further to the left stands for one additional training year
for that same forecast year.
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Figure 20. Brier Skill Score for various forecast years and various sizes of training dataset
across different lead times (colors) and event thresholds (plots) for Henry, IL (HNYI2). The
filled-in end point of each line indicates the BSS for the forecast year on the x axis with one
year in the training dataset. Each point further to the left stands for one additional training year
for that same forecast year.
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Figure 21. Geographical position of rivers. Colors indicate the regression coefficient of each
station with the Brier Skill Score as dependent variable.
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Figure 22. Minimum (black) and maximum (red) Brier Skill Scores for various lead times and
event thresholds across locations, size of training dataset and forecast years.
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