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Response to anonymous referee 1: 

 

Specific Comments 

 

Are there any downstream villages or people living? This information would be nice to show 

the relevance for drinking water issues in the region.  

- The Rabots proglacial stream is part of the source of the Kalix River, which does flow past a 

number of settlements and Sami villages. Dilution of pollutants on reaching these settlements 

would be too low to pose any risk; the risk, if any, is more important to animals grazing or 

drinking in the Rabots catchment, or tourists hiking and drinking there. We would rather not 

go into detail regarding the implications of the fuel spill in this paper, as they will be the 

focus of another manuscript specifically addressing the detection of pollutants, but we have 

now included a very brief statement in section 5.3 of the manuscript. 

 

I really like that figure 3 was included into the paper. It helps a lot understanding the observed 

dynamics of the glacier water. However, I suggest enlarging the time axis since the 

experiments started already on DOY 185. Furthermore it would be valuable to indicate the 

dates of the individual tracer experiments.  

- Figure 3 has now been updated to extend to day 180, with dye tracing experiments 

indicated.  

 

Please  explain  in  the  text  (and  the  caption  of  figure  5)  more  clearly  why  there  is  no  

dye recovery curve for experiment J1, J2 and J3.  

- The manuscript and figure caption have now been edited to explain this.  

 

Please revise the explanation of experiment A7 (Page 10, Lines 32+33 and Page 11, Lines 1‐
10). Especially the explanation on Page 11, Lines 1‐3 should be reconsidered. I cannot see 

this on the figure. The breakthrough curve of the manual water sampling and the measured 

curve look different in terms of peak tracer concentration, rising limp and falling limp. It 

would be very valuable to explain the experiment A7 in more detail, since a lot of the 

conclusions are finally based on those observations.  

- The general breakthrough curve form and peak concentration timing do compare with each 

other for the manual and automated breakthrough curves of A7, but the dye concentrations 

and noise levels do not. The manual samples are influenced by turbidity which is not 

corrected for as it is in automated dye detection. Furthermore, any imperfections in cuvettes o 



sampling bottles can influence concentration readings. We have now edited this section to 

explain these discrepancies.  

 

There is missing a clear explanation of what is shown on figure 7 in the last section of the 

results section (4.5 Dispersivity). Furthermore, it would be valuable to cleary explain already 

at this point (and not later in the discussion) how the four regime types were defined. The   

caption   of   figure   7   hould   also   be   revised   for   more   clarity:   “…   dispersivity   

(A), throughflow (B),…”  

- Section 4.5 already includes a description of the relationships (or lack of) between 

dispersivity and velocity, elevation and storage retardation. The description of the four flow 

regimes was specifically given its own section following the previous set of reviews. Since the 

flow regimes do not only reflect dispersivity, so we don’t feel it would be right to introduce 

them in section 4.5. We also believe that the current caption for figure 7 is sufficient; the axes 

all clearly indicate which two variables are being compared in each panel, and adding figure 

panel letters to the figure caption description would be confusing as it already includes the 

variable abbreviations in parentheses.  

 

Snow is  not  always  “highly  permeable”  (Page  17,  Line  30).  Think  of  ice  layers  of  

frozen snowpacks…    

- No, it’s not, but generally is very permeable in comparison to glacier ice. We have now 

edited the text to reflect the relative permeability of snow.  

 

 

Technical Corrections 

 

Page 1, Line 30:   I think a citation is needed at the end of the second sentence of the 

introduction. 

- Citations of Nienow et al. (1998), Willis et al. (2009) and Cowton et al. (2013) have been 

added here.  

 

Page 3, Line 16: dye instead of Dye 

- There was a full stop missing before Dye, and has now been corrected.  

 

Page 3, Line 27: “…hydrological system and system behavior.” Is linguistically a bit weak. 

- Changed to “the form and behaviour of the hydrological system” 

 

Page 4, Line 2: I think c. is not the appropriate acronym for circa. I would prefer ca. Please 

check throughout the manuscript. 

- Circa can be abbreviated as c. or ca., and this is a personal preference.  

 

Page 4, Line 7: “…is in strong comparison…!” makes no sense here. Do you mean 

“unequal”? Page 5, Line 14: “…down-­‐glacier.” Sounds a bit strange. 

- Changed to “in contrast to”. 

 

Page 7, Line 5: There is spacing missing before “The” 

- Now corrected. 

 

Page 9, Line 8: The figure-­‐references should be in the same way (e.g. 4A or 4a) throughout 

the whole paper. 

- Corrected to capitalised ‘A’ here and checked throughout.  



 

Page 13, Lines 9‐13: “We find…” sound a bit strange in this section. 

- Changed from “find” to “identify”. 

 

Page 13, Line 13:  Figure 8 is a Table actually. Please modify throughout the whole 

manuscript (e.g. Page 14, Line 17). 

- The format and colouring of this table make it more suited to being included as a figure 

since HESS edit the format of tables in production.  

 

Page 17, Line 14: Two commas! 

- Corrected in text. 

 

Page 17, Line 21: with not in italic notation. 

- Changed in text.  

 

Page 17, Line 27: A dot at the end of the sentence is sufficient. 

- Corrected in text.  
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Dye tracing to determine flow properties of hydrocarbon-1 

polluted Rabots glaciär, Kebnekaise, Sweden 2 

 3 

Abstract    4 

Over 11000 L of kerosene was deposited on the surface of Rabots glaciär on the Kebnekaise 5 

Massif, northern Sweden, following the crash of a Royal Norwegian Air Force aircraft in 6 

March 2012. An environmental monitoring programme was subsequently commissioned, 7 

including a series of dye tracing experiments during the 2013 melt season, conducted to 8 

investigate the transport of pollutants through the glacier hydrological system. This 9 

experimental set-up provided a basis from which we could gain new insight to the internal 10 

hydrological system of Rabots glaciär. Results of dye tracing experiments reveal a degree of 11 

homogeneity in the topology of the drainage system throughout July and August, with an 12 

increase in efficiency as the season progresses, as reflected by decreasing temporary storage 13 

and dispersivity. Early onset of melting likely led to formation of an efficient, discrete 14 

drainage system early in the melt season, subject to decreasing sinuosity and braiding as the 15 

season progressed. Four distinct meltwater flow regimes are identified to summarize the 16 

temporal and spatial evolution of the system. Analysis of turbidity-discharge hysteresis 17 

further supports the formation of discrete, efficient drainage, with clockwise diurnal 18 

hysteresis suggesting easy mobilisation of readily-available sediments in channels. Dye 19 

injection immediately downstream of the pollution source zone reveals prolonged storage of 20 

dye followed by fast, efficient release. Twinned with a low dye recovery, and supported by 21 

sporadic detection of hydrocarbons in the proglacial river, we suggest that meltwater, and thus 22 

pollutants in solution, may be released periodically through an efficient, and likely 23 

pressurized hydrological system within the upper reaches of the glacier.  24 

 25 

1 Introduction 26 

Dye tracing provides an opportunity to study the otherwise unseen drainage system inside and 27 

underneath glaciers. Measuring the rapidity and pattern of dye emergence, as well the quantity 28 

of dye recovered at the proglacial outlet, can provide important insight into the form and 29 

efficiency of the glacier drainage system (e.g. Nienow et al., 1998; Willis et al., 2009; Cowton 30 



et al., 2013). Dye tracing has been applied successfully in the alpine environment in several 31 

studies and has contributed substantially to understanding of subglacial drainage systems, for 32 

example, Storglaciären in the Kebnekaise mountains in northern Sweden (e.g. Seaberg et al., 33 

1988; Hock and Hooke, 1993), glaciers in the European Alps (e.g. Nienow et al., 1998), the 34 

High Artic (e.g. Bingham et al., 2005) and, more recently, the Greenland Ice Sheet (Chandler 35 

et al., 2013; Cowton et al., 2013). More generally, the number of extensive dye tracer studies 36 

of glaciers is still limited (Willis et al., 2012), and basic unresolved issues remain in 37 

understanding the temporal and spatial variability of glacial drainage systems, the extent of 38 

efficient drainage, and the morphology of englacial and subglacial drainage. 39 

 40 

The here considered Rabots glaciär in Kebnekaise mountains was subject to a large spill of 41 

hydrocarbons, originating from a crash of a Royal Norwegian Air Force Lockheed Martin C-42 

130J Super Hercules aircraft on 15
th

 March 2012. The aircraft crashed into the western face of 43 

Kebnekaise, approximately 50 m below the mountain ridge, during a military exercise. Of the 44 

initial 14100 L of kerosene jet fuel on board at take-off, an estimated minimum of 11100 L 45 

was sprayed over the snow and ice-covered mountain environment, together with 50 L of 46 

hydraulic oil and 170 L of turbo oil (Rosqvist et al., 2014). Some of the kerosene was 47 

subsequently swept down and buried on Rabots glaciär by a large snow avalanche along with 48 

the wreckage. Wreckage debris was also found on neighbouring Storglaciären and Björlings 49 

glacier, but the majority was deposited on Rabots glaciär, which was not subject to immediate 50 

clean-up or decontamination of fuel due to the hazardous nature of the impact site and the 51 

large volume of snow affected.   52 

 53 

Hydrocarbons were detected in the snow pack of the pollution source zone on Rabots glaciär 54 

(Figure 1) and at sporadic intervals in the proglacial river system during the 2013 melt season 55 

(Rosqvist et al., 2014). This provides evidence for active advection of pollutants through the 56 

glacier system during 2013, the properties of which are discussed here following the 57 

application of dye tracing. The transport of hydrocarbon pollution through a full glacier 58 

system has never before been studied, and thus dye tracing is imperative if we are to 59 

understand anything about advective travel times of pollutants in a glacier system.  60 

 61 

Here, we present the results of dye tracing experiments conducted as part of a monitoring 62 

programme on Rabots glaciär during the 2013 melt season, commissioned by the National 63 

Property Board of Sweden (Statens Fastighetsverk). The main objectives are: (i) provide new 64 



temporal and spatial information on the previously little-studied hydrological system of 65 

Rabots glaciär, (ii) identity distinct meltwater flow regimes within the glacial hydrological 66 

system based on analytically-derived properties of dye returns and (iii) to apply dye 67 

breakthrough characteristics to evaluation of the transport of hydrocarbon pollution from the 68 

source zone to the proglacial environment.  69 

 70 

Rabots glaciär has received relatively little attention compared to neighbouring Storglaciären, 71 

which is the best studied glacier in Sweden (e.g. Stenborg, 1965, 1969, 1973; Nilsson and 72 

Sundblad, 1975; Schytt, 1981; Holmlund, 1988; Jansson, 1996; Schneider, 1999; Glasser et 73 

al., 2003, Fountain et al., 2005), and an understanding of its hydrological system has been 74 

extremely limited until now. The majority of dye tracing experiments in moulins on 75 

Storglaciären have been conducted in the lower ablation zone below a riegel in the bedrock 76 

topography (e.g. Seaberg et al., 1988; Hock and Hooke, 1993; Kohler, 1995), as the 77 

overdeepened trough upstream of the riegel results in a largely englacial drainage system 78 

(Hooke et al., 1988; Pohjola, 1994; Fountain et al., 2005) and an absence of surface meltwater 79 

input points. Dye tracing experiments conducted in crevasses, moulins or boreholes at 80 

elevations above the riegel on Storglaciären have thus been limited and produced very 81 

attenuated, or, in some cases, no dye return (Hooke et al., 1988; Jansson 1996). The greater 82 

variability in subglacial topography beneath Storglaciären, compared to Rabots glacär 83 

(Björnsson, 1981) results in differences in surface to bed connections. On storglaciären input 84 

points are highly localized to the riegel area, whereas on Rabots glacär points are scattered 85 

across a large portion of the glacier surface. For evaluating pollution transport through Rabots 86 

glaciär it is thus clear that the knowledge from Storglaciären is not sufficient or even 87 

applicable. The results presented below thus provide new insights into the hydrology of 88 

Rabots glaciär with the aim of providing a basis for monitoring pollution transport. The study 89 

also highlights the contrasts between the two glaciers and the effect of basal topography on 90 

the form and behaviour of the hydrological system and system behaviour. 91 

 92 

2 Site description 93 

Rabots glaciär is a small, 3.1 km
2
, polythermal valley glacier, situated on the western side of 94 

Kebnekaise (2099 m a.s.l.) in sub-Arctic Sweden (Figure 1). The glacier extends from 1848 m 95 

a.s.l. at its highest point down to 1111 m a.s.l. at the snout, with an average slope of 11.5°. 96 

The maximum recorded Little Ice Age (LIA) extent of Rabots glaciär dates to 1910, as 97 

captured in photographs taken in 1910 by Enqvist (Brugger and Pankratz, 2014). In 98 



comparison to neighbouring Storglaciären, which has been characterisedcharacterized by a 99 

relatively stable terminus position in the last c. 20 years, significant retreat of Rabots glaciär 100 

from its LIA maximum and thinning continues due to its longer response time to climatic 101 

changes (Brugger, 2007). Radio-echo sounding conducted in 1979 found that Rabots glaciär 102 

had a maximum ice thickness of 175 m, with an average of 84 m (Björnsson, 1981). It also 103 

revealed that the subglacial topography underneath Rabots glaciär is gently sloping with no 104 

pronounced overdeepenings. This is in strong comparisoncontrast to Storglaciären, for which 105 

the bed is characterisedcharacterized by several subglacial overdeepenings and a pronounced 106 

bedrock riegel (Björnsson, 1981). One may then expect Rabots glaciär to exhibit different 107 

hydrological behaviour due to the less complex nature of topography beneath the glacier. 108 

Meltwater at the terminus of Rabots glaciär leaves primarily through two proglacial streams. 109 

The high turbidity of the northernmost of these streams indicates that it has much more 110 

interaction with bed sediments than its relatively clear southern counterpart. The proglacial 111 

environment is characterized by several braided systems that travel through an overridden 112 

inner moraine and a pronounced terminal moraine (Karlén 1973). The overall hydrological 113 

catchment size amounts to 9 km
2
 with an ice covered area of 33%.  114 

 115 

3 Methods 116 

 117 

3.1 Meteorological data 118 

Meteorological data were recorded between April and September 2013 by an automatic 119 

weather station at 1355 m a.s.l. on Rabots glaciär. Meteorological variables, including air 120 

temperature and precipitation, were measured every minute and the mean of these 121 

measurements stored at 15 minute intervals. Air temperature was measured at 0.5, 1 and 2 m 122 

above the surface using HygroClip T/Rh sensors and recorded as both transient and average 123 

values. Total precipitation was recorded by a Young unheated tipping bucket rain gauge.   124 

 125 

3.2 Proglacial river discharge 126 

River gauging was conducted at a stable bedrock location in the proglacial river during the 127 

2013 melt season, c. 1.5 km downstream of the glacier terminus (Figure 2). This location 128 

permitted convergence of the proglacial outlets and measurement at an area of constrained 129 

flow downstream of the numerous braided systems operating between terminal moraines. 130 

Measurements of river stage and of air and water pressure were conducted between days 203 131 



and 248 (Figure 3). Stage was measured by a SR50A sonic ranging sensor and pressure was 132 

recorded by HOBO U20 data loggers. Discharge time series were constructed from both 133 

relative gauging height (every 15 min) and relative water pressure (every 10 min) based on a 134 

rating curve produced by relating measured stage and pressure to discharge calculated for 135 

repeated rhodamine dye tracings (D1 to D5; Table 1) representative of varying water levels in 136 

the proglacial river.  137 

 138 

3.3 Dye tracing experiments 139 

Field campaigns targeting glacial hydrology were conducted during July and August 2013, 140 

during which 15 dye tracing experiments were carried out to quantify transit times and and 141 

flow properties of meltwater flow through crevasses in the upper reaches of the glacier, 142 

moulins throughout the ablation zone (Figure 2), and in the proglacial river (Table 1). 143 

Experiments were conducted across the altitudinal range of flowing surface meltwater on the 144 

glacier in order to understand how the en- and subglacial hydrological system changes down-145 

glacierwith elevation and distance from the terminus. Dye injections in the pollution source 146 

zone alone provide only an average of en-/subglacial conditions across the full altitudinal 147 

extent of the ablation zone. A known quantity of Rhodamine water tracer 20% solution 148 

(RWT) was used in the majority of dye tracer experiments, with Uranine (Na Fluorescein) 149 

33.3% solution used when simultaneous experiments were desiredpossible. Uranine is 150 

susceptible to photo-degradation, so injection was conducted as close as safely possible to the 151 

englacial opening to reduce time exposed to sunlight. Dye was injected into flowing water in 152 

every case, upstream of open crevasses and moulins. Emergence of the dye was measured 153 

using both manual sampling and automated detection methods, and for all experiments, the 154 

sampling rates for both automatic and manual detection were less than 1/16 of the measured 155 

residence time (the time between dye injection and maximum detected concentration), as 156 

suggested by Nienow et al. (1996) to be the maximum acceptable period for accurate 157 

estimation of dispersivity.   158 

 159 

For automated detection of dye emergence, an Albillia GGUN-FL30 field fluorometer was 160 

stationed in the proglacial stream (Figures 1 and 2), and was monitored at regular intervals to 161 

check the stability of the sonde within the stream. The FL30 is a flow-through fluorometer 162 

with a minimum detection limit of c. 2 × 10
-11

 g mL
–1

, and allows detection of 3 separate 163 



tracers simultaneously, in addition to measuring turbidity and water temperature, at a 164 

sampling rate up to 2 s. In order to establish the preferential flow pathway for meltwater 165 

originating at the hydrocarbon source zone, water samples were taken manually in both of the 166 

main streams emerging from the glacier front (Figures 1 and 2) during experiment A7. The 167 

samples were analysed for fluorescence with a Turner Designs AquaFluor handheld 168 

fluorometer, set up for Rhodamine WT at a minimum detection limit of 0.4 ppb. Based on 169 

calibration of the instruments (for a 100 ppb solution), fluorescence was converted to dye 170 

return concentration to produce breakthrough curves for each experiment. These dye returns 171 

were subsequently used to calculate the throughflow velocity, dispersion coefficient, 172 

dispersivity, storage retardation and dye recovery for each successful experiment (Table 2). 173 

 174 

3.4 Dye breakthrough analysis 175 

For each dye return a modelled concentration-time (breakthrough) curve was calculated using 176 

an advection-dispersion model (Brugman, unpublished; Seaberg et al., 1988; Cowton et al., 177 

2013), at a temporal resolution of 30 s. The concentration of dye is represented as c at time t, 178 

where V0 represents the volume of injected dye, and Q is discharge (m
3 

s
-1

), which was 179 

allowed to vary freely in order to produce a best fit to the measured breakthrough curve for 180 

each experiment (Willis et al., 1990; 2009). Variation of Q was permitted even for the August 181 

experiments where Q was measured, since discharge does not remain constant throughout an 182 

experiment, and to account for error associated with deriving discharge from a rating curve: 183 

 184 

 
𝑐(𝑡) =  

𝑣

𝑄
 

𝑉0

√(4𝜋𝐷𝑡)
exp − 

(𝑥 − 𝑣𝑡)2

4𝐷𝑡
 

(1) 

 185 

Throughflow velocity, or transit speed, v (m s
-1

), for each experiment is calculated as: 186 

 187 

 𝑣 =
𝑥

𝑡𝑚
 

(2) 

   

 188 



where the transit distance x (m) is the straight line distance between the injection point and 189 

sampling location, and the residence time tm (s) is the time between dye injection and peak 190 

concentration. This value was corrected for travel time in the stream during the August 191 

experiments to account for the different positioning of the FL30 fluorometer in July and 192 

August. The dispersion coefficient D (m
2 

s
-1

) in equation (1) indicates the rate at which dye 193 

spreads within the glacier hydrological system (Willis et al., 2009). The variable tj represents 194 

the time taken until half of the peak concentration on the rising (tj = t1) and falling limb (tj = 195 

t2) of the measured dye return curve. The equation is solved iteratively for tm for both tj = t1 196 

and tj = t2 until the equations converge to obtain the same value of D (Seaberg et al., 1988): 197 

 198 

 
𝐷 =  

𝑥2(𝑡𝑚 − 𝑡𝑗)
2

4 𝑡𝑚
2 𝑡𝑗 ln (2√

𝑡𝑚

𝑡𝑗
)

 
(3) 

   

 199 

Dispersivity, d (m), is further calculated to describe the spreading rate of dye relative to the 200 

transit velocity through the glacier, providing an inference for transit route complexity 201 

(Seaberg et al., 1988; Willis et al., 1990): 202 

 203 

 
𝑑 =  

𝐷

𝑣
 

(4) 

   

 204 

Temporary storage of dye in the glacier results in elongation of the falling limb of the 205 

modelled return curve, and is not accounted for in the advection-dispersion model (Seaberg et 206 

al., 1988; Schuler et al., 2004; Willis et al., 2009). To examine this, storage retardation, SR, is 207 

thus quantified as the percentage area difference under the measured and modelled falling 208 

limbs (Nienow 1993; Schuler 2002; Cowton et al. 2013). The higher the SR, the lower the fit 209 

between the modelled and measured curve, thus the higher the temporary storage. Further, 210 

dye recovery, W (g), describes the weight of dye which passed through the fluorometer during 211 

an experiment, where dt is the logger interval in seconds, and Q is the average measured 212 

discharge for the duration of the experiment:  213 



 214 

 
𝑊 =  ∑ 𝑐

𝑛

𝑡=1

𝑄𝑑𝑡 
(5) 

   

 215 

The percentage dye recovery can then be expressed as a percentage, W%, where W0 is the 216 

initial mass of the injected tracer: 217 

 218 

 
𝑊% =  100 

𝑊

𝑊0
 

(6) 

 219 

4 Results and interpretation 220 

 221 

4.1 Proglacial discharge 222 

Discharge in the proglacial river remains relatively small throughout the measurement period, 223 

with an average of 1.8 m
3 

s
-1

. In response to relatively high air temperatures in July (Figure 3), 224 

discharge reaches a maximum of 3.9 m
3 

s
-1

 on day 212, before experiencing a step-wise 225 

decrease to a period of steady discharge averaging around c. 1.3 m
3 

s
-1

 from day 221 to day 226 

227. The second half of August is characterisedcharacterized by discharge fluctuating by c. 2 227 

m
3 

s
-1 

in response to rainfall events and periods of higher air temperatures. Average discharge 228 

continues to fall into September. The diurnal cycle of discharge lags that of air temperature, 229 

with peak discharge occurring daily on average c. 2 h after peak recorded air temperature, 230 

representing the response time of the river to ablation and transit of meltwater through the 231 

glacier. The amplitude of the diurnal discharge cycle decreases throughout the melt season 232 

(Figure 3). 
 233 

 234 

4.2 Turbidity 235 

The turbidity of the proglacial river system, recorded in Nephelometric Turbidity Units 236 

(NTU), was not measured continuously throughout the season, but measured 237 

contemporaneously with dye fluorescence at the river gauging station (Figure 2) during 6 out 238 



of 10 days in August 2013. Average peak discharge occurs within one hour of average peak 239 

turbidity (Figure 4C), indicating that mobilisation of sediments leads discharge. Hysteresis, a 240 

behaviour for which a value of the dependent variable can vary for a given value of the 241 

independent variable depending on whether the independent variable is increasing or 242 

decreasing (Hodgkins 1996), is observed both at the diurnal scale and at a multi-day scale, 243 

over a period of 10 days (Figure 4A and B). At the diurnal scale, hysteresis was observed only 244 

in a clockwise direction, while a figure-eight was produced at the multi-day scale, 245 

encompassing both clockwise and anticlockwise behaviour (Figure 4a4A, bB). Clockwise 246 

hysteresis implies that peak diurnal turbidity leads peak diurnal discharge, as exemplified in 247 

Figure 4C, such that for equivalent discharge values on the rising and falling limbs of the 248 

hydrograph, turbidity is higher on the rising than the falling limb (Hodgkins, 1996). In this 249 

context, clockwise hysteresis can be interpreted as easy mobilisation of fresh sediment 250 

flushed out from channel beds and margins, followed by an exhaustion of sediment supply 251 

(Hodgkins, 1996; Singh et al., 2005; Pietron et al., in review). Given the short period of time 252 

over which turbidity was recorded at Rabots glaciär it is not possible to investigate multi-day 253 

evolution of sediment mobilisation over the melt season. However, within a limited period of 254 

10 days we observe a figure-eight clockwise/anticlockwise hysteresis loop (Figure 4B). 255 

Conversely to clockwise behaviour, anticlockwise hysteresis implies that the peak in diurnal 256 

discharge leads the peak in diurnal turbidity, indicating that sediments are not as easily 257 

mobilised. 258 

  259 

Diurnal observations of hysteresis in the proglacial river of Rabots glaciär were entirely 260 

clockwise, and are therefore comparable with the largely clockwise hysteresis recorded by 261 

Singh et al. (2005) for Gangotri Glacier in the Himalayas. Data collection in the Gangotri 262 

study, however, extended over a full melt season, much longer than our 10 day, non-263 

continuous measurement period. One may compare further with observations of hysteresis at 264 

Scott Turnerbreen in Svalbard (Hodgkins, 1996), for which a progressive change in hysteresis 265 

from clockwise to anticlockwise was observed during the melt season. Scott Turnerbreen is a 266 

‘cold-based’, non-temperate glacier (Hodgkins, 1996), while Rabots glaciär is polythermal, 267 

and because of differences in the glacier hydrological system, particularly at the bed, this may 268 

explain why we do not see anticlockwise diurnal hysteresis in the late melt season at Rabots 269 

glaciär. Temperate Bench glacier in Alaska has also been observed to produce clockwise 270 

behaviour, including during two flood events (Riihimaki et al., 2005). The anticlockwise 271 

pattern observed between days 220 and 222 (Figure 4B) follows a period of increased 272 



temperatures between days 217 to 219 (Figure 3). Sediments within the glacier system may 273 

have been flushed out, and sourced from higher elevation, during this period due to higher 274 

melt rates, followed by a period of sediment exhaustion. This may have been exacerbated by 275 

the prevalence of silty sediments subject to strong cohesion in the glacier forefield, reducing 276 

the possibility for sediment mobilisation. The sharp increase in turbidity in the Rabots glaciär 277 

proglacial stream during day 228 is likely a reflection of a peak in temperature, combined 278 

with a precipitation event, lagged by a peak in discharge (Figure 3). We hypothesise that 279 

increased temperature, and thus increased meltwater availability, combined with a 280 

precipitation event (Figure 3), may have permitted extension of the network of subglacial 281 

conduits during this period, allowing access to a fresh sediment supply at the glacier bed, as 282 

also observed by Riihimaki et al. (2005).    283 

 284 

4.3 Dye breakthrough  285 

Results from calculation of analytical dye return parameters for each experiment are listed in 286 

Table 2, along with discharge calculated for each experiment based on measurements in the 287 

proglacial river. Measured and modelled breakthrough curves are illustrated for each 288 

successful glacier dye tracing experiment in Figure 5. Experiments A5 and A6 were 289 

unsuccessful due to failure of the fluorometer data logger. Modelled breakthrough curves 290 

andDye dye recovery are is also depictedincluded for the August experiments only since 291 

discharge, from which dye recovery is calculated, was not measured during the July 292 

experiments. Visual interpretations of the breakthrough curves reveal that there is a decrease 293 

in curve width with progression of the season, as well as an increase in symmetry. All curves 294 

except J1 and J2 exhibit a smooth asymmetric form, as observed elsewhere (e.g. Seaberg et 295 

al., 1988, Willis et al., 1990; Cowton et al., 2013), and are characterisedcharacterized by clear 296 

single peak breakthrough curves. Breakthrough curves J1 and J2 are more complex in form, 297 

with longer falling limbs that do not reach base level values before the end of the experiment 298 

periods. These curves are also characterisedcharacterized by a higher degree of noise, likely 299 

which may be attributed due tto low dye recovery, interaction with basal sediments, and/or 300 

complex flow pathways. Breakthrough curves characterisedcharacterized by rapid dye return, 301 

with a narrow, single-peaked form are interpreted to be indicative of an efficient sub-302 

/englacial drainage system (Hubbard and Nienow, 1997). This interpretation can beis further 303 

strengthened by values of low values of dispersivity and storage, and fast throughflow 304 



velocities, indicative of high throughput of water in a channelized system (e.g. Cowton et al., 305 

2013). 306 

 307 

Experiment A7 was monitored simultaneously by both automated fluorescence detection and 308 

manual water sampling in both major proglacial outlets. The Manual sampling revealed dye 309 

emerged emergence only in only the southernmost, less turbid proglacial outlet. The dye 310 

breakthrough curve derived from the analysis of water from manual sampling was in 311 

accordance with that from automated detection using the FL30 both in terms of the general 312 

breakthrough curve form and emergence timethe time of peak concentration. That manually-313 

analysed breakthrough curve , but was , however, characterisedcharacterized by much -314 

increased noise and increased dye concentration. This is likely due to turbidity, which is not 315 

corrected for in manual sampling, causing increased scattering of light resulting in 316 

unrepresentatively high concentration readings. Imperfections in the sampling bottles and 317 

cuvettes used to analyse manual water samples can also introduce error into measured dye 318 

concentrations. The breakthrough curves of experiment A7 represent meltwater flow from as 319 

close to the pollution source zone as was possible with the preconditionprerequisite of 320 

flowing water for dye injection. Both curves reached their peak c. 14 hours after injection, 321 

after c. 12 hours with no dye signal (in the case of automated detection). The residence time, 322 

form of the breakthrough curves, and emergence of the dye in only one (less turbid) the less 323 

turbid proglacial outlet indicates temporary storage followed by a rapid release of meltwater, 324 

with little limited interaction with the sediments at the bed substrate.. 325 

 326 

4.4 Throughflow velocities 327 

Calculated throughflow velocities are an average of flow velocities within the englacial and 328 

subglacial drainage system between the injection site and detection point. Throughflow 329 

velocities range from 0.04 to 0.28 m s
–1

 for the glacier-based experiments (Table 2), which 330 

fall within the range of values previously inferred from experiments on Storglaciären 331 

(Seaberg et al., 1988; Hock and Hooke, 1993). A threshold of 0.2 m s
-1

 is proposed by 332 

Theakstone and Knudsen (1981) and Nienow (2011) to distinguish between fast and slow 333 

flow. Willis et al. (2009) propose a similar threshold for fast flow, considering velocities of 334 

<0.05 m s
-1

 as slow, c. 0.1 m s
-1

 as moderate and >0.15 m s
-1

 as fast. Flow velocities above the 335 

proposed thresholds for fast flow have traditionally been interpreted as indicative of 336 



channelized transport while flow velocities below the threshold indicate distributed water 337 

routing (Seaberg et al. 1988; Willis et al. 1990; Cowton et al. 2013). Throughflow velocities 338 

in Rabots glaciär’s proglacial river reached a maximum of 0.58 m s
–1

.
 
We observed no clear 339 

relationship between velocity and elevation of dye injections on the glacier, or between 340 

velocity and time into the season. The lowest values of throughflow velocity were calculated 341 

for experiment A7, and we hypothesise that they are representative of a relatively long period 342 

of initial storage before more rapid flow following a sudden release of meltwater release.  343 

 344 

Following Leopold and Maddock (1954), the relationship between throughflow velocity and 345 

discharge can be expressed as a simple power function. There is a positive correlation 346 

between throughflow and discharge both for glacier-based dye returns (R
2 

= 0.65) and 347 

proglacial returns (R
2
 = 0.27) at Rabots glaciär (Figure 6). The results of this study are 348 

compared against those from neighbouring polythermal Storglaciären (Seaberg et al., 1988) 349 

and temperate outlet glacier Midtdalsbreen, Norway (Willis et al., 1990) in Table 3. Seaberg 350 

et al. (1988) differentiated between proglacial and sub/englacial flow, while Willis et al. 351 

(1990) divided recorded discharge two tributary systems T1 and T3, which were interpreted 352 

as draining two different glacial hydrological systems. In the proglacial system of Rabots 353 

glaciär, velocity increases with the 0.6 power of the discharge. The associated multiplier is 354 

lower than that calculated for Sydjokk, one of the proglacial rivers of neighbouring 355 

Storglaciären (Seaberg et al., 1988), such that velocity through Sydjokk is 2.8 times larger 356 

than for the Rabots glaciär proglacial river. The braided nature of the Rabots proglacial river 357 

as it navigates through the proglacial outwash plain and terminal moraines may explain this 358 

difference.  359 

 360 

The exponent of the en- and subglacial drainage is also significantly higher in this study 361 

compared with Storglaciären and Midtdalsbreen, while the multiplier is in the same order as 362 

that for Midtdalsbreen. For a given discharge, the velocity of water flowing en- or 363 

subglacially or both in Rabots glaciär is thus 2-3 times lower than Midtdalsbreen, and 13 364 

times lower than Storglaciären. The much larger exponent for en-/subglacial flow through 365 

Rabots glaciär may indicate that discharge is accommodated by an increase in hydraulic 366 

gradient within the system due to backing up of water, and by decreasing sinuosity, as 367 

proposed both for Storglaciären (Seaberg et al., 1988) and T1 of Midtdalsbreen (Willis et al., 368 

1990), rather than through changes in cross-sectional channel area. Cowton et al. (2013) and 369 



Nienow et al. (1998) state that a flow in a channelized system is expected to be 1-2 orders of 370 

magnitude higher than in a distributed system. We do not see this order of magnitude 371 

difference in our data (Table 2), or an increase in velocity over time, which is likely a product 372 

of early onset melt and development of the drainage system.  373 

 374 

4.5 Dispersivity 375 

Low dispersivities (< 5 m) are typically indicative of efficient water routing, and high values 376 

of dispersivity (> 20 m) have been associated with drainage of decreased efficiency, possibly 377 

due to distributed drainage system form (Nienow et al. 1998; Bingham et al. 2005; Willis et 378 

al. 2009). Water that is stored either supraglacially or englacially may also increase the rate of 379 

dispersivity (Fountain 1993; Schuler et al. 2004); for example through buffering of meltwater 380 

flow in snow and firn layers, or storage in englacial fracture networks. From visual 381 

interpretation of the return curves (Figure 5) the elongation of the falling limb in relation to 382 

the rising limb decreases with time into the melt season. This is supported by falling values of 383 

both dispersivity and the dispersion coefficient (Table 2), with the exception of experiment 384 

A7, for which dispersivity experiences a fourfold increase compared to experiment A4. A7 385 

was the highest elevation at which dye was injected, which likely explains the increase in 386 

dispersivity despite being late in the melt season (Figure 7B). We interpret the decrease in 387 

dispersivity over time (Table 2) as an increase in drainage system efficiency, despite a general 388 

decrease in discharge and its diurnal cyclicity after peak discharge in late July (Figure 3). We 389 

find identify no significant relationship between dispersivity and either velocity or elevation 390 

(Figure 7A, B), with R
2
 values of 0.19 and 0.35 respectively. We do, however, find identify a 391 

positive relationship between dispersivity and storage retardation (Figure 7C7E), with an R
2
 392 

value of 0.85, relating the spreading rate of dye to the temporary storage of dye in the system.  393 

 394 

5 Discussion 395 

 396 

5.1 Meltwater flow regimes 397 

We propose that clustering of the values of the variables throughflow velocity, storage 398 

retardation, elevation, discharge, and dispersivity (Figure 6, Figure 7), in concert with 399 

breakthrough curve form (Figure 5), indicates the existence of four distinct meltwater flow 400 

regimes, as summarized in Figure 8. Regime 1 encompasses experiments J1 and J2, which are 401 

characterisedcharacterized by both high dispersivity, relatively high throughflow velocities 402 



despite occurring earliest in the field season, high storage retardation and are representative of 403 

relatively low drainage system efficiency. The velocity values may imply channelized but 404 

sinuous flow, possibly impeded by interaction with basal sediments down the relatively long 405 

flow pathways, resulting in noisy, multi-peaked breakthrough curves (Figure 5). Regime 2 is 406 

represented solely by experiment J3, which depicts a large decrease in dispersivity and an 407 

increase in system efficiency, seventeen days after experiment J2. The breakthrough curve for 408 

J3 is single-peaked, but the elongated falling limb illustrates indicates temporary storage of 409 

dye, albeit less than for regime 1. The northernmost stream through which the July 410 

experiments likely exited the glacier is very turbid. Interaction with basal sediments may 411 

contribute to the high storage retardation characteristic of regimes 1 and 2.  412 

 413 

Regime 3 contains experiments A1, A2 and A4, which are the three lowest elevation 414 

experiments, characterisedcharacterized by low dispersivity, low storage retardation and high 415 

throughflow velocities (Figure 7, Figure 8). Flow through these moulins has the shortest 416 

travel pathway through the system, with dye injected at relatively low elevation, late into the 417 

ablation season, into a system relatively high in discharge. Breakthrough curves in regime 3 418 

are all single peaked and very narrow (Figure 5), which combined with the characteristics 419 

summarized in Figure 8, indicate a high degree of drainage system efficiency. Experiments 420 

A3 and A7 fall under flow regime 4, characterisedcharacterized by low throughflow 421 

velocities, low storage retardation, low dispersivity and relatively low discharge. The form of 422 

the breakthrough curves for A3 and A7 is single-peaked but, which supports channelized 423 

flow, despite low throughflow velocities. Injection point A3 is located just up-glacier of 424 

moulins used for experiments A1, A2 and A4 (regime 3). Despite this, there is a considerable 425 

increase in residence time for experiment A3; at least 2.5 hours longer than for experiments 426 

within regime 3. The residence time of A7 is the longest of the successful experiments, at c. 427 

14 hours, characterisedcharacterized by a broad yet single-peaked breakthrough curve (Figure 428 

5).  429 

 430 

When comparing selected attribute pairs for experiments A3 and A7 (Figure 8), the only 431 

variable for which clustering is not produced is elevation, suggesting a long operating 432 

pathway between these two injection points (Figure 2). We interpret the behaviour depicted 433 

by the breakthrough curve of experiment A7 as reflecting sub/englacial meltwater storage 434 

followed by periodic release through an efficient system, addressing contemporaneous long 435 

residence time, low throughflow velocitiesvelocity, low dye recovery, yet a single-peaked dye 436 



breakthrough curve with low storage retardation. Only six days past passed between the 437 

experiments in regime 3 and experiment A7, and experiment A3 was conducted on the same 438 

afternoon as experiment A4 in regime 3, thus the distinction between these two regimes is 439 

spatial, and not temporal. Analysis of throughflow velocities against discharge (Figure 6, 440 

Table 3) indicated that backing up of water may occur within the hydrological system of 441 

Rabots glaciär to accommodate discharge within a system decreasing in sinuosity with 442 

distance downstream, resulting in an increased hydraulic gradient with elevation. We may 443 

then expect that a pressurized system still existed late into the season at the locations of 444 

experiments in regime 4, resulting in the observed low throughflow velocities (Figure 8), 445 

while dye injections within regime 3 entered a low pressure system with fast meltwater flow. 446 

 447 

5.2 Meltwater storage  448 

The temporary storage of dye can be viewed as an influencing factor on dispersion (Figure 449 

7e7E), which manifests itself as an elongation in the falling limb of modelled breakthrough 450 

curves (Figure 5; Willis et al., 2009; Cowton et al., 2013). With the exception of experiment 451 

A7, we observe a 60% reduction in storage retardation in glacier-based dye tracer tests over 452 

time (Table 2). The largest storage values correspond with the more complex breakthrough 453 

curves from the July experiments, relating to high dispersivity and a less efficient drainage 454 

system. As throughflow velocities showed experienced no increase with time, we propose that 455 

the reduction in storage retardation over time relates to increasing efficiency, and decreasing 456 

sinuosity, rather than evolution from a true distributed system to a channelized system, which 457 

had likely already formed due to early onset of melting in 2013. Similar behaviour was 458 

reported by Cowton et al. (2013) for the Leverett Glacier, southwest Greenland. Low dye 459 

recovery was calculated for experiments A2 and A4. Uranine was used as a tracer in these 460 

experiments, thus low dye recovery is likely accounted for by photochemical decay of the dye 461 

between emergence from the glacier terminus and detection by the fluorometer downstream.  462 

 463 

Combined with a very low dye recovery (Table 2), the mechanism of storage and release 464 

proposed to explain the return curve of experiment A7 may be indicative of storage in the 465 

englacial system (Fountain, 1993; Cowton et al., 2013). In this case, quantities of the injected 466 

dye, which become dilute as more meltwater enters the system, may be released periodically 467 

under pressure, resulting in a low dye recovery and a broad, single-peaked breakthrough 468 

curve. This hypothesis is strengthened by the 5% storage retardation calculated for automated 469 



sampling during the experiment (Table 2). Sporadic detection of hydrocarbons in the 470 

proglacial system (Rosqvist et al., 2014), rather than continuous emergence of pollutants, 471 

further attests to periodic release of meltwater and pollutants stored within the en-/subglacial 472 

hydrological system. The stream in which dye emergence from experiment A7 was detected 473 

through manual water samplingly has a very low turbidity in comparison to its northern 474 

counterpart, which allowsallowing us to further hypothesize that meltwater emerging in the 475 

southern proglacial outlet interacts with the bed to a lesser degree, and is possibly routed 476 

downstream for a long distance within the englacial system. Low recovery rates for both 477 

manual and automated sampling of experiment A7 may be exacerbated by refreezing of dye 478 

onto the ice since dye detection continued overnight, during falling temperatures and very low 479 

discharge.  480 

 481 

With the exception of experiment D1, proglacial dye experiments for production of a rating 482 

curve resulted in recovery of at least 78% of the dye, with sorption to sediment particles likely 483 

to contribute to this result. Storage retardation varied between 18% and 38%, and for three of 484 

these experiments storage retardation exceeded the percentage of dye that was not recovered. 485 

This overestimation of storage retardation may partly be attributed to the advection-dispersion 486 

model, which was adjusted for best fit to the measured breakthrough curve, and for which 487 

only the falling limb is considered when computing storage retardation. The presence of dye 488 

from previous experiments within the braided proglacial system, mobilised in periods of 489 

increased water level and discharge, may also affect recovery of dye, as could fluorescence 490 

from suspended sediments at the same wavelength as Rhodamine WT (Cowton et al., 2012).  491 

 492 

5.3 Implications for transport of pollutants   493 

Kerosene fractions that remain in the initial source zone (Figure 1) after surface volatilization 494 

(Jarsjö et al., 1994) can potentially dissolve into and move with meltwater through Rabots 495 

glaciär. Extensive plumes of dissolved contaminants often develop down-gradient of 496 

hydrocarbon source zones due to advection, as for instance shown through monitoring of 497 

numerous spills in industrial areas (e.g., Jarsjö et al., 2005). The distribution of advective 498 

travel times derived from tracer experiments provides an essential basis in quantifying 499 

governing transport and attenuation-retention processes for kerosene dissolved in meltwater, 500 

which previously have been shown for large-scale spreading of dissolved contaminants in 501 

non-glaciated environments (Darracq et al., 2010; Destouni et al., 2010). 502 



 503 

In this context, current results provide a first quantification of the large difference in transport 504 

conditions between the hydrocarbon-polluted Rabots glaciär and well-documented cases of 505 

hydrocarbon pollution in groundwater near industrial areas; most notably, the throughflow 506 

velocities (0.04 to 0.28 m s
-1

) of Rabots glaciär are at least two orders of magnitude higher 507 

than typical advective travel times in contaminated sand aquifers of Europe (Jarsjö et al., 508 

2005). Whereas this means risk for rapid spreading to downstream waters, the here shown 509 

existence of flow regimes characterized by relatively low tracer recovery and high storage 510 

retardation also implies that part of the dissolved kerosene may be retained in Rabots glaciär 511 

for extended periods of time. In addition, surplus kerosene from the initial source zone may 512 

potentially move with water in free (non-dissolved) phase into the drainage system of the 513 

glacier; for instance, relatively light hydrocarbon mixtures like kerosene will float on top of 514 

water-saturated zones (e.g., Schwille, 1981). The Rabots glaciär proglacial river forms part of 515 

the source of the Kalix River, which extends for c. 460 km before reaching the Bothnian Sea, 516 

running through a number of settlements. Low tracer recovery described in this study and the 517 

sporadic detection of low hydrocarbon concentrations in the proglacial river (Rosqvist et al., 518 

2014) suggests little or no risk for water consumption in downstream settlements. The extent 519 

to which accumulation of pollutants within Rabots glaciär and its hydrological catchment may 520 

affect the local environment requires further monitoring to assess.    521 

 522 

5 Conclusions  523 

The results of dye tracing experiments provide a first look into the internal hydrological 524 

system of Rabots glaciär, offering  a new insight into both the properties and transit times of 525 

meltwater flow through the glacier. In response to an early start to the melt season, 526 

development of efficient drainage began in July, with return curves supporting increased 527 

efficiency and decreasing sinuosity throughout August. Analysis of proglacial discharge and 528 

turbidity attests further to formation of efficient subglacial drainage, with clockwise hysteresis 529 

supporting easy mobilisation of sediments readily available within channels, thus also any 530 

pollutants that may have sorbed onto sediments. More extensive dye tracing studies are 531 

necessary to explore the full seasonal evolution of the Rabots glaciär hydrological system. 532 

Nevertheless, this study provides a first insight to the drainage system topology,, which 533 

should be explored further in future studies in concert with an investigation of the internal 534 

thermal structure of the glacier. Although limited in number, the results of these experiments 535 

suggest that in comparison to Storglaciären, the internal hydrological system of Rabots glaciär 536 



is characterized by a degree of homogeny in efficiency over a larger altitudinal extent, 537 

although constrained and divided laterally by the ice flow and structure of the glacier.   538 

 539 

Assuming flow of pollutants in solution with meltwater, the delayed but efficient form of 540 

breakthrough curve A7, combined with a very low dye return, indicates that pollutants are 541 

being periodically released from an en-/subglacial store after entering the internal glacier 542 

hydrological system near the source zone. This is supported by sporadic rather than 543 

continuous detection of hydrocarbons in the proglacial river system. Experiment A7, 544 

originating directly downstream of the source zone, estimates a transit time of c.14 hours for 545 

transport through the full en-/subglacial hydrological system., By mid-August, the drainage 546 

system is well-developed, producing efficient breakthrough of dye, even for experiment A7 547 

which originated above 1350 m a.s.l. and a very short distance from the remaining snowpack. 548 

Snow is highly relatively permeable in comparison to underlying firn and ice, and thus 549 

unlikely to retain pollutants at the multi-year scale, but pollutants stored within the firn layer 550 

and ice mass will continue to be released gradually by ablation processes during future melt 551 

seasons. Storage within firn and ice, and within the internal hydrological system as 552 

demonstrated here, provides an opportunity for refreezing, further increasing the permanence 553 

of pollutants in the glacier system. The results presented here offer an  important insight to the 554 

transport of pollutants through a full glacier system contributing towards a broader analysis of 555 

the spread, longevity and impact of hydrocarbon pollutants in the Rabots glaciär hydrological 556 

catchment. 557 
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Table 1. Dye tracing experiments conducted on Rabots glaciär and in the proglacial river 734 

during 2013. J denotes July, A denotes August and D represents proglacial experiments. 735 

Code Day of year, 

injection time 

Injection site Tracer Amount (mL) Sampling (rate in min) Dye 

return 

J1 185, 14:47 Supraglacial stream RWT 125 Auto (0.03); Manual (10) Yes 

J2 186, 11:37 Crevasse RWT 245 Auto (0.03); Manual (10) Yes 

J3 203, 12:00 Moulin RWT 250 Auto (0.03); Manual (10) Yes 

A1 220, 16:33 Moulin RWT 150 Auto (0.5) Yes 

A2 220, 16:46 Moulin Uranine 100 Auto (0.5) Yes 

A3 221, 14:27 Moulin RWT 150 Auto (0.5) Yes 

A4 221, 15:26 Moulin Uranine 100 Auto (0.5) Yes 

A5 222, 13:33 Crevasse Uranine 200 Auto (0.5) No 

A6 222, 15:10 Supraglacial stream RWT 125 Auto (0.5) No 

A7 227, 13:16 Supraglacial stream RWT 500 Auto (0.5); Manual (10) Yes 

D1 220, 12:40 River RWT 30 Auto (0.5) Yes 

D2 222, 10:49 River RWT 30 Auto (0.5) Yes 

D3 227, 12:37 River RWT 60 Auto (0.5) Yes 

D4 230, 12:22 River RWT 50 Auto (0.5) Yes 

D5 230, 13:26 River RWT 100 Auto (0.5) Yes 
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 739 
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 746 



Table 2. Results of dye tracing analysis from automatic sampling of fluorescence (A7
*
 is 747 

based on manual sampling in the southernmost proglacial outlet). Here, discharge for A and J 748 

experiments is that calculated from stage recorded at the river gauging station averaged over 749 

the duration of each experiment, and for D experiments is the computed discharge based on 750 

dye tracing for production of the rating curve. 751 

Code Day of year, 

injection time 

Transit 

distance (m) 

Throughflow 

velocity (m s
–1

) 

Dispersion 

coefficient (m
2
 s
–1

) 

Dispersivity 

(m) 

Storage 

retardation 

(%) 

Dye 

recovery 

(%) 

Discharge 

(m
3
 s
–1

) 

J1 185, 14:47 1469 0.28 24.27 86.24 70.82 n/a n/a 

J2 186, 11:37 2022 0.21 19.33 92.63 58.51 n/a n/a 

J3 203, 12:00 1165 0.15 4.04 27.79 43.86 n/a n/a 

A1 220, 16:33 655 0.25 2.84 11.59 10.71 70.70 2.01 

A2 220, 16:46 703 0.19 0.81 4.25 13.84 18.79 2.00 

A3 221, 14:27 829 0.06 0.19 2.89 10.78 78.69 1.61 

A4 221, 15:26 488 0.23 1.22 5.34 11.03 8.77 1.60 

A7 227, 13:16 2339 0.04 0.79 18.01 5.03 8.25 1.28 

A7
*
 227, 13:16 2182 0.04 1.10 28.78 58.56 23.70 1.28 

D1 220, 12:40 685 0.38 0.59 1.56 38.5 55.05 1.73 

D2 222, 10:49 874 0.23 1.46 6.43 20.64 81.50 1.08 

D3 227, 12:37 1237 0.36 2.91 8.11 24.77 93.52 1.28 

D4 230, 12:22 408 0.24 0.10 0.41 17.80 77.69 2.36 

D5 230, 13:26 1534 0.58 4.11 7.08 31.31 89.18 2.20 
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Table 3. Velocity-discharge analyses from Rabots glaciär, Sweden (this study), Storglaciären, 762 

Sweden (Seaberg et al. 1988) and Midtdalsbreen, Norway (Willis et al. 1990). Note that 763 

experiments were conducted over a period of two years for both Storglaciären and 764 

Midtdalsbreen. 765 

Study Domain Sample size Multiplier Exponent R
2 

Clason et al. (this study) proglacial 5 0.25 0.60 0.27 

Clason et al. (this study) sub/englacial 5 0.02 3.44 0.65 

Seaberg et al. (1988) proglacial 13 0.69 0.27 n. a. 

Seaberg et al. (1988) subglacial (Sydjokk) 6 0.26 1.00 n. a . 

Willis et al. (1990) sub/englacial (T1) 5 0.06 1.00 0.44 

Willis et al. (1990) sub/englacial (T3) 8 0.04 0.60 0.10 
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 787 

Figure 1. Rabots glaciär with glacier extent marked in blue and the hydrological catchment in 788 

green. The site of the plane impact is depicted by the red star, and the orange spotted area 789 

represents the estimated area of the initial source zone of hydrocarbon pollutants. The 790 

background image is an orthophoto captured in 2008 by Lantmäteriet. 791 
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 806 

Figure 2. Locations of glacier-based dye tracing experiments during 2013. 807 
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 825 

Figure 3. Measured 2 m air temperature, precipitation and  calculated proglacial discharge 826 

(calculated from relative gauging height) during summer 2013 (data illustrated days spans 827 

22
nd

 July29th June – 5
th

 September). Values are plotted at hourly intervals where temperature 828 

and discharge are averages, and precipitation is a total. The timing of successful glacier-based 829 

dye injections are indicated in red.  830 
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 847 

Figure 4. A) Diurnal turbidity, averaged at 30 minute intervals across all measurement days, 848 

plotted against mean diurnal discharge, B) all available measurements of turbidity (30 minute 849 

intervals) plotted against discharge, and C) diurnal cycle of discharge and turbidity averaged 850 

at 30 minute intervals for all available measurements between days 220 and 230. 851 
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 864 

Figure 5. Modelled and measured dye breakthrough curves, including dye recovery for the 865 

August experiments. Discharge was not measured during the course of the July experiments, 866 

preventing the calculation of dye recovery. Note that the x-axis for experiment A7 differs 867 

from the others due to the particularly long dye return time, and the y-axes are scaled 868 

differently for each experiment in order to best view illustrate the form of the breakthrough 869 

curves. 870 



 871 

Figure 6. Velocity plotted against discharge for proglacial and glacier-based dye tracer tests 872 

conducted during August 2013. Note that the July experiments are not included because there 873 

are no contemporaneous measurements of stage from which to calculate discharge. Flow 874 

regimes 3 and 4 are illustrated by blue triangles and purple circles respectively.  875 
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 891 

Figure 7. Plots showing the interaction between the variables: dispersivity (d), throughflow 892 

velocity (v), elevation and storage retardation (SR). Meltwater flow regimes 1, 2, 3 and 4 are 893 

depicted by orange diamonds, green squares, blue triangles and purple circles respectively.  894 



 895 

 896 

Figure 8. Characteristics of meltwater flow regimes 1 to 4, where high, moderate and low are 897 

relative to measured values. Variables for which values did not fall within the same 898 

classification are indicated as “not clustered”. 899 
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