Interactive comment on “A statistical approach for rain class evaluation using Meteosat
Second Generation-Spinning Enhanced Visible and IndRed Imager observations” by E.
Ricciardelli et al.

Anonymous Referee #2

The authors propose a new algorithm for rainfatemsity classification with high spatial and
temporal resolution based on MSG SEVIRI. The tegphaiuses a k-nearest neighbor mean
classifier that is trained with rain rate from AM&$Jdata. Different spatial and spectral features
extracted from MSG SEVIRI channels are considerethe classification algorithm. | think the
manuscript needs some major revisions before | dvaedommend it for full publication.

The presentation of the different steps in secdishould be better structured and more precise.
The authors should elaborate more on deficiendiexisting retrieval techniques and the potential
benefit of the presented technique, especiallyhefrain intensity differentiation.

The training and validation dataset should be elgdn

Author .Comment (A.C.):

We would like to thank the referee for the detaded useful comments on our paper. We accepted
all the suggestions in the revised manuscript, avipg the structure of Section 3, extending the
training and validation datasets, and explainingmore detail the benefits of the presented
technique with respect to the existing ones.

Specific comments are addressed below.

The title ". . . rain class evaluation . . .” issheiading. | suggest changing it to “. . . rain gy
differentiation . . .".

A.C.

Agreed. The title now reads:

“A statistical approach for rain intensity diffetetion using Meteosat Second Generation-Spinning
Enhanced Visible and InfraRed Imager observations”

The English should be revised.
Section 1:

The authors should focus more on the deficiendiexigting satellite-based techniques.
Why is the present study necessary? What woulchbeatlvantage in contrast to other existing
techniques?

A.C.
The abstract and the introduction as well as eactigh of the paper is improved in order to explain
the utility of the RainCEIV technique more in-deplth particular the abstract now reads:

“This study exploits the Meteosat Second Genera{ldsG)-Spinning Enhanced Visible and
Infrared Imager (SEVIRI) observations to evaludie tain class at high spatial and temporal
resolutions and, to this aim, proposes the RainsClgvaluation from Infrared and Visible
observation (RainCEIV) technique. RainCEIV is cosgab of two modules: a cloud classification
algorithm which characterizes and individuates ¢lueidy pixels, and a supervised classifier that
delineates the rainy areas according to the thaedatl intensity classes, thgon-rainy (rain rate
value<0.5 mmxH) class, thdight-to-moderate rairclass (0.5 mmxfxrain rate value<4 mmxh
and theheavyto-very-heavy rairclass (rain rate valzd mmxh'). The second modulonsiders in
input the spectral and textural features of theaneid and visible SEVIRI observations for the
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cloudy pixels detected by the first module. It alses the temporal differences of the brightness
temperatures related to the SEVIRI water vapoungéis indicative of the atmospheric instability
strongly related to the occurrence of rainfall égen

The rainfall rates used in the training phase dained through the Precipitation Estimation at
Microwave frequencies, PEMW (an algorithm for ramte retrievals based on Atmospheric
Microwave Sounder Unit (AMSU)-B observations). RaiflV provides a continuous monitoring
both of the cloud coverage and rainfall events euthusing real-time ancillary data. Its principal
aim is that of supplying preliminary qualitativefonmation on the rainy areas within the
Mediterranean basin where there is no radar netaavkrage. The results of RainCEIV have been
validated against radar-derived rainfall measurésméy the Italian Operational Weather Radar
Network.”

The abstract will be updated by introducing thetistiaal scores obtained for the enlarged
validation dataset, as will be explained in thedssion at the end of this document.

What would be benefit of the presented rain clafferdntiation for further satellite based rain
retrievals?

A C.

RainCEIV technique is useful for the continuous rtaring of rainfall events in the Mediterranean

region where there is an increased frequency ofemd events. Because of the well-known
limitations of the IR/VIS observations in deternmgiprecise rain rate values, the RainCEIV main
purpose is to provide a near-real time qualitatilaracterization of the rainy areas especially in
regions not covered by the radar and rain gaugeaniket

Section 2:
The information on MSG is not correct. Please airias.

A.C.:

Ok, done. The sentence now reads:

“SEVIRI is the main payload on board the MSG seroesnposed of MSG-1 (Meteosat 8), MSG-2
(Meteosat 9), MSG-3 (Meteosat 10), and future MS®Adteosat 11), planned for launch in 2014.”

It would be interesting to evaluate the performantehe proposed technique separately from
uncertainties introduced by the PEMW algorithm. E@mparison | suggest to train and validate the
technique with independent data from the radar odtw

A.C.

The training phase has been carried out by callgdi set of SEVIRI pixels with co-located Rain
Rate (RR) values inferred from AMSU-B/MHS obsergat processed by the PEMW algorithm,
and when available with co-locate radar-derived \RRies. The choice to use principally PEMW
RR values instead of radar RR values for the tngimif RainCEIV dataset has been made because
PEMW-RR values are available on a larger area timmt covered by the Radar network.
Nevertheless, the choice of the double matchin®®MW and radar-derived RR values, when
available, in order to decide the rainy/non-raitass of the SEVIRI pixels results very useful ie th
refinement of the initial training dataset. We agite for not being clear. The paragraph that
describes the training procedure is modified #evs:



“The training dataset has been built by couplingudly SEVIRI pixels with the corresponding RR
value obtained by the PEMW algorithm and, wheralabke, with the radar-derived RR values. For
simplicity, the SEVIRI pixel, to which the radarrdeed-RR value is assigned, is denominated
RADARINSEVIRI pixel, and the SEVIRI pixel, to whicthe PEMW-RR value is assigned, is
denominated PEMWINSEVIRI pixel. Moreover, the rad@mples completely included in the
SEVIRI pixel are denominated RS. When no radarveeriRR value is available (because the
AMSU-B/MHS observation is outside the area covdrgdhe Radar Network) the SEVIRI pixel is
classified as belonging to one of the classes Q,aBd C2 on the basis of the corresponding
PEMWINSEVIRI value and it is included in the inltteaining dataset. When the RADARINSEVIRI
value is available and agrees with PEMWInSEVIRIdetermining the rainy/non-rainy class the
SEVIRI pixel belongs to, this is included in theitim training dataset. Otherwise, when the
RADARINSEVIRI and PEMWINSEVIRI do not agree, the\BRI pixel is included in the initial
training dataset only if the correspondent RADARENIRI pixel belongs to a rainy class 6r G
and the percentage of the rainy RS is higher tig&a. 8 his choice is very useful for the training of
the rainy events localized over areas smaller tinen AMSU-B/MHS FOV area. The training
samples have been considered separately for lathdea and grouped on the basis of the solar
zenith angle ranges and of the I8SEVIRI channel brightness temperature rangeslly, in
order to refine the training dataset, the procesiibed in Appendix A has been applied to the
initial training dataset. The availability of th&8IRI samples double matched with PEMW and
radar-derived RR values is useful both for theigatton of uncertainty due to the collocation
process and the refinement of the original traindegaset especially for the removal of the
misclassified samples.”

Your suggestion is very interesting, but due totteing procedure we adopted, the comparison
results obtained by training the RainCEIV with ordglar-derived RR values are the same obtained
by double matching PEMW and radar derived RR vatlesg the RainCEIV training phase.

Section 3.1:

The authors should describe the extensions of tiggnal MACSP algorithm mentioned in section
3.1 in more detail. This should include a desaniptof the considered features as well as the
approach for cloud type classification. Given thentioned update of the MACSO algorithm the
training dataset and the validation dataset shelohcreased.

A.C.
We accept the suggestion; Section 3.1 has beemgetas follows:

“The cloud Mask Coupling of Statistical and Phykite@thods algorithm - MACSP (Ricciardelli et
al., 2008) - is used for distinguishingoudy from non-cloudy pixels. The version used for
RainCEIV purposes is called C_MACSP, which stammiscfoud Classification Mask Coupling of
Statistical and Physical methods. The current garsias been updated to give information about
the cloud class and in particular to split the MAC®igh cloud in the high optically thinandhigh
optically thickcloud classes. Furthermore, tbenvective cloualass has been added, not just for
module Il but also to individuate the possible oocence of extreme events. A pixel can be
classified in 5 different classes considered batér dand and sealear, low/middle cloud high
optically thin cloud high optically thick clougndconvective cloud

In detail, the C_MACSP physical algorithm uses shene physical threshold tests as the MACSP
earlier version with the addition of a new threshtést involving the difference between the
brightness temperature of the SEVIRI water vapdanael centred at uth and of the SEVIRI
window channel centred at 1Qu8, AT B¢ 2 m-10.8um- This difference is very small for convective
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cloud as asserted by Mosher (2001, 2002) in théb&l&onvective Diagnostic approach. The
C_MACSP statistical algorithm considers in input game spectral and textural features described
and listed in section 3.2.1 and table 4, respdgtivad Ricciardelli et al. (2008), but the training
dataset has been updated in order to build theitigasamples for theonvective cloualass. The
training samples were collected in the Mediterranleasin, where RainCEIV operates. The cloud
classification for the training dataset has beemengnrough a careful visual inspection of the
SEVIRI images. The clear and cloudy pixels havenbselected manually after observing the
spectral characteristics in SEVIRI IR/VIS imagesvadl as in their RGB composition, a useful
practice for distinguishing cloudy classes (Lenskyl Rosenfeld, 2008). In order to collect the
training samples for theonvective cloudlass, the cloudy SEVIRI pixels have been matchigd w
the corresponding PEMW-rain rate (RR) and radaivddrRR values, if available. The collocation
process both of the radar-derived RR values andPERIW-RR value in the SEVIRI grid is
described in Section 2. For simplicity, the pixé&\8RI, to which the radar-derived-RR value is
assigned, is denominated RADARINSEVIRI pixel, ahd pixel SEVIRI, to which the PEMW-RR
value is assigned, is denominated PEMWINSEVIRI Ipid®reover, the radar samples completely
included in the SEVIRI pixel are denominated RSe BEVIRI pixel is considered for the training
when:

1. both the RADARINSEVIRI pixel and PEMWINSEVIRI pixate available and the relation
(RADARINSEVIRE>4mmxh?).and.(PEMWInSEVIRt4mmxh?) is satisfied;

2. both the RADARINSEVIRI pixel and PEMWINnSEVIRI pixale available, the relation
(RADARINSEVIRE4mmxh').and.(PEMWInSEVIRI<4mmxf) is satisfied and the
percentage of the RS samples is higher than 80%;

3. only the PEMWINSEVIRI pixel is available (the AMSWHS observation is outside the
area covered by the Radar Network) and the rela(PBMWInSEVIRE4AmmxhY) is
satisfied,;

When both the RADARINSEVIRI pixel and the PEMWInSIRV pixel are available and the
relations at points 2 and 3 are not satisfied, $B&/IRI pixel is not considered for the initial
training dataset. The SEVIRI images listed in tablef Ricciardelli et al (2008) and in particular
the ones used for the training of the Mediterraneasin (enclosed in the areas B, C, and G of
Figure 3 of Ricciardelli et al (2008)) have beerdigor the training of C_MACSP. The SEVIRI
images used for the training are those acquire?2Qo8eptember 2009 at 16:57 UTC, on 01 October
2009 (at 05:12 UTC, at 08:27 UTC, and at 15:57 UTaD) 04 March 2010 (at 14:27 UTC, 15:57
UTC, and at 20:12UTC), on 28 April 2010 (at 12:2T@Jand 15:43UTC), on 04 August 2010 (at
10:43UTC and 15:12UTC). The procedure describedppendix A has been applied in order to
refine the training dataset by eliminating the redlnt as well as the misclassified samples.

For RainCEIV purposes, the C_MACSP screening ifulise

* reduce the number of the input pixels to the RaivCIENNM classifier by removing the
pixels classified aslear andhigh thin cloud

» define the components of the feature vector intinipithe RainCEIV classifier (as will be
described in the following sub-section. The commisechosen for each cloud class are
shown in Tables 5 and 6).”

The validation results should be presented andigssr separately in the results section.

A.C.:
We followed this suggestion; Section 4 “Validatiogsults” presents now two sub-sectiodst
C_MACSP validation resultsand4.2 RainCEIV validation results.
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4. Validation results
4.1 C_MACSP validation results

The validity of the C_MACSP algorithm has beendddty applying it to an independent dataset of
which each class is made xxx samples taken fronSEMéIRI images acquired on 5 May 2012 at
20:30 GMT, 19 May 2012 at 11:00 GMT, 23 July 2012@&30 GMT, 5 December 2012 at 08:45
GMT, 19 September 2009 at 19:15 GMT, 6 July 20101a80 GMT and 12:30 GMT, 4 August
2010 at 14:30 GMT. The validation has been cardetiseparately for samples acquired during
night-time and daytime by comparing the C_MACSPsgilgcation results and the samples
manually collected from the independent dataseg@saThe manual classification has been made
through a careful observation of the SEVIRI RGB position so as to get the same number of
samples for each class. The convective cloud €ieestson results have been validated considering
the rain rate maps derived both from the weathdairraetwork and the PEMW rain rate maps. The
latter have been used for the areas where radamation is missing. The accuracy (defined as the
ratio between the number of the test samples @legstorrectly and the total number of the test
samples) has been determined for each class are @ahows the results obtained. On the basis of
the samples examined, it is possible to assertGhRACSP is able to classify high thick clouds as
well as convective clouds, both over land and seand daytime and night-time, with an accuracy
higher than 95%. Moreover, it shows an accurachdrnghan 91% in detecting low/middle clouds
both during daytime and night-time over land an@rosea. The accuracy in detecting high thin
class over sea is 87,6% during daytime and nighétiand it is slight lower over land both during
daytime (85%) and night-time (84%).”

In the revised manuscript, Table 1 is renamed Taldad it lists the validation results for daytime
and night-time, separately. We are consideringratheples to enlarge the test dataset, because of
this the number of the above mentioned test sanfples is not definitive and the accuracy scores
discussed above will be updated.

Page 13679, line 6 to 7: Please explain in moraildedw the training dataset “has been updated”.

A.C.
Ok, done. The training dataset updating procedsssribed in the new version of section 3.1 above
reported.

Page 13679, line 5: The reference to table 2 isywr®lease correct.

A.C.:
Ok. Table 1 (to whom we wrongly referred as Tab)einow renamed Table 7 because the
C_MACSP validation has been moved in sub-sectidn 4.

Page 13679, line 12: Please specify “outliers”.

A.C.:

We define as outliers the samples that during thmihg phase are misclassified. (e.g. as for
C_MACSP a thin cloud could be misclassified as rglex a low/middle cloud could be
misclassified as high thick cloud, as for RainCHi¥avy rain could be misclassified as moderate
rainy pixel). This information is now provided ine revised version.

Page 13679, line 11 to 14: Please specify how yeifing" the “training dataset.
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A.C.:

As the procedure adopted to refine the traininggktis the same for the two modules C_MACSP
and RainCEIV, this is now described in appendix Pxdcedure adopted for the training set
refinement” (For convenience, Appendix A is alsparted at the end of this document).

The sentence:

“In order to get a reliable training dataset, thdliers have been removed by means of the
Condensed Nearest Neighbour Rule (CNN) (Hart, 1968l the cross-validation method has been
applied so to refine it.”

has been modified as follows:
“In order to refine the training dataset, by eliating the redundant samples as well as the
misclassified samples, the procedure describedperadix A has been adopted.”

Section 3.2:

Page 13681, line 5: Please provide a flowchart gigthe structure and sequence of the procedure
described in section 3 instead of figure 1.

A.C.:
The following flowchart, showing the training phgsecess, is now added to section 3:

taken a PEMWInS sample

Yes is the RADARInS no
sample availabe?

r : r
\ SEVIRI pixe| SEVIRI pixel \
PEMWInS=<r0).and.(RADARInS.=<r0 is included in ||' E i i
( ) ( ) co « isincluded in (PEMWinS<r0)
((PEMWIinS>=r0).and.(PEMWRinS<r1)). SEVIRI pixel SEVIRI pixel
and.{(RADARinS>=r0).and.(RADARInS<r 1)). S MEEEedy Y ,7 isincludedin | (PEMWinS>=r0).and.
or. (PEMWINS and RADARINS do not agree r{ e (PEMWInS<r1)
and the percentage of the C1 rainy RS>80%)
SEVIRI pixel SE_V'FI“ gi)‘;'_
= s i IS INClUded n
(PEMWInSEVIRI>=r 1).and.(RADARINSEVIRI>=r1). isincludedin | L =
or.(PEMWInS and RADARINS do not agree wt 2 )% NEEMNInY-IN
and the percentage of the C2 rainy RS>80%)
e
| [niitial fraining dataset
ri=0.5mmh
ri=dmmh | refinement process |

—_
Refined training dataset

Figure 1. Flowchart of the RainCEIV training phase.

RADARINS is the SEVIRI pixel to which the radar-oexd rain rate value is assigned and
PEMWInS is the SEVIRI pixel to which the PEMW raite value is assigned, RS are the radar
samples completely included in the SEVIRI pixel.



Section 3.2.1:
Please explain the considered spectral and spesitalres.

A.C.

The following text is added at the beginning of.B.2ub-section:

“In detail, the spectral features used are meximumand minimumgrey levels and the ratio
between them. The textural features consideredhammaximumand theminimumof the Entropy,
the Angular Second Moment (ASM), the Contrast (easnee of local variation of grey-level
differences) and the Mean (a measure of the meawlgvel differences). The maximum and
minimum values are calculated between the valuesrrdéened for the four direction (0°, 45°, 90°,
1359) in the 3x3 pixels box.”

Why have you chosen features for cloud detectiaiassify rain areas?

A.C.

The combination of the features chosen for thesdlaation of the rainy/non-rainy samples differs
from that used in the C_MACSP statistical algorithm

RainCEIV considers in input the maximum and minimualues among all the textural values
determined for the four directions (0, 45, 90, 1F%)r the cloud classification purposes, the teattur
values are considered in the specific directiorsabse of their usefulness in the detection of the
high thin cloud. The spectral and textural featuveéshe WV spectral channels as well as their
temporal differences are considered as componétite &RainCEIV feature vector, but they are not
considered in the C_MACSP statistical algorithm.

An overview of the spectral and spatial featuref®reeand after the selection (Table 6) should be
given. The calculated discriminatory power of the indivatifeatures should also be presented and
discussed.

A.C.:

We apologize for being unclear . In order to elatedthe use of Fisher criterion in determining the
features to be included in the feature vector, sediion 3.2.1 is modified. In particular, the
description of the Fisher criterion will be movedrh sub-section 3.2.1 to the Appendix A (see at
the end of this document). The sentence from ltheripage 13682 to line 7 on page 13683 is now
changed as follows:

“The Fisher distance criterion (Ebert, 1987; ParikB77), described in Appendix A, has been
applied in order to evaluate the discriminatory powf the individual features. The Fisher distance
has been determined for the following combinatidds; C,); (Cy, C,); (Cy,C,). The features have
been ordered in a descending way on the basiseofdhrespondent Fisher distance value, so that
the features characterized by higher Fisher disgritave been chosen as components of the
features vector. The definitive number of the conerds of the feature vectod and thek
parameter for the RainCEIV k-NNM classifier, haveeh determined as will be described in the
next sub-section.”

Moreover, sub-section 3.2.2 is modified to clafifgw the training dataset has been carried out,
how the process to refine the training dataset svarkd how the best values tbandk parameters
have been chosen.

The results should be presented separately fordaynd nighttime scenes.

A.C.:



Agree. Validation results are now presented folhntgne and daytime scenes separately in the
revised paper.

Moreover, Table 6 is now split into two tables (Teab and 6) listing the features to be used during
daytime and night-time, respectively.

Page 13681, line26, 27: Please explain the coresidéme lags of 15, 30 and 45 minutes in more
detail.

A.C.:
Ok, sub-section 3.2.1, from line 24 on page 136G8line 4 on page 13682 will be updated as
follows:

“The spectral channels centred at 6.2 um and 7.3apamindicative of the water vapour (WV)
content in the troposphere at levels lower thanh®20and 500hPa, respectively. The features
related to WV spectral channels when consideredealdo not give useful information on the
presence of a rainy cloud, on the contrary whensidemed with the other spectral channels
features, in particular with those related to tle8im channel, they are useful to individuate
convective events (Mosher, 2001, 2009). Moreoves , WV temporal changes are indicative of the
atmospheric instability that is a useful index lie detection of precipitating area. Because of this
the temporal differenceST B (s 2)15-30: ATB(6.2),15-45: ATB(6.2)30-45, ATB(7.2)15-30, TB(7.2),15-45)
TB(72)30-45, between the brightness temperature of WV chaobstrvations acquired 15, 30 and
45 minutes before the time of interest are exploiteget information on the WV temporal changes
at different levels in the atmosphere. Obvioudtg temporal change of WV brightness temperature
related to a pixel does not always mean that tkel g rainy, and as for the other features it gain
usefulness in discriminating rainy/non-rainy classehen used in combination with the other
features opportunely chosen, as will be describabe following sub-section.”

Page 13683, line 4 to 5: This sentence is not ¢teane. What is meant by “training samples for
each class™ | suppose the training set consisternporally and spatially collocated MSG and
AMSU-B scenes.

A.C.

Yes, the training set consists of temporally andtiafly collocated SEVIRI and AMSU-B/MHS
scenes. The training samples have been chosenatapaior land and sea, for night-time and
daytime scenes, and they have been grouped onaslie &f the 10/8m brightness temperatures
ranges and the Solar Zenith Angle (SZA) ranges.

Section 3.2.2;

The training dataset should be extended over aagréiane period and include more nighttime
scenes. Is the training and application done seggr@r land and sea areas and for daytime
and nighttime scenes? If so, explain how

A.C.

The training dataset has been built to charactalizhe classes considered separately for land and
sea and for daytime and night-time scenes. Durayimhe the CO, C1 and C2 classes were trained
for different ranges of Solar Zenith Angles (SZKdr this reason we analyzed more scenes during
daytime than during nighttime. This information hmeeen added in sub-section 3.2.2 of the revised
paper. Anyway, we accept your suggestion to enlrgeraining dataset and the updated list of the
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AMSU-B/MHS passes considered for the training phaskebe shown in Table 1 of the revised
version.

Please explain the bootstrap procedure in morel dsiag the concrete training dataset. The whole
purpose is not clear to me. | think it is easieexend the training dataset by considering more
precipitation events. Could you please provide mparison of the training dataset before and after
the bootstrap procedure?

A.C.:

We apologize for the unclearness of the paragraggcribing the bootstrap procedure. In the
previous version, the AMSU-B/MHS passes used fdinolgy the training and test dataset were
listed in the same Table 2 and this made confusbmut the function both of the training and the
test dataset. The bootstrap procedure is appligdtohe test dataset.

We accepted your suggestion and consider a teasetaarger than the one used in the previous
version. The original test dataset and the ardfione obtained by applying the bootstrap process
have been considered in order to define the bésesdork andd parameters. The lines from 5 on
page 13684 to 15 on page 13685 (sub-section 1édv2yeads as follows:

“Successively, in order to decide the best valwwsdfandk, a set of test samples have been
classified by varyingd and k combinations. Moreover, an artificial dataset, sther and more
versatile than the initial one, has been obtaingafplying the bootstrap method (described by
Hamamoto et al. (1997)) to the initial test samplerder to make a more robust choiced@nd

k, the samal andk combinations chosen for the classification of ithigal test dataset have been
used to classify the artificial dataset. The béstice ofd andk has been made by comparing the
statistical scores obtained by classifying the dataset separately.

Let Y = {(¥;, C;)} be the independent test dataset built by examitia®EMW-RR values related
to the AMSU/MSH overpasses of 12 February 2012 BEB3UJTC, 12 November 2011 at
08:50UTC, 22 November 2010 at 09:34 UTC, 4 Augdiat 14:46 UTC, 26 April 2010 at 12:26
UTC, 01 October 2009 at 19:50UTC, 02 October 20086e800UTC. The pair§y;, C;) indicate the

test sample§; belonging to the class§;, j=1, 2, ..., N, N is the number of the classes, i=1, 2,
....Ncj, Nejis the number of the test samples for the alass

The bootstrap samples for each class have beemmile¢el as follows:

1. the sampl€yy, C;) was selected;

2. r was chosen equal toc)¥ and ther nearest neighbours (NN) of the sam(ig, C;)
(indicated as{(f/k,s,cj)s:l,r}) were found. (The Nearest Neighbour decision rigde
explained in Appendix A)

3. the f" component of the bootstrap sample was calculatexpplying the equation

byk == Xi_1Vks (7)
to all the components of tH&Jy.s, C;)s=1-} For simplicity the generic"icomponent of the
(Yk,s» Cj)s=1 IS indicated agz,‘;,s without indicating the belonging classg, @ the same way
byl is the " component of the bootstrap sammEk, C;) obtained by starting from the
sample(yy, ;).



, N.i, Ng; N N ; Nc,;
4. Points 2 and 3 were repeated for=""//c, “//;0," /5 —8,7/, -6, i)y~

N, ; )
41 C,]/2_2’

5. the process restarted from point 1 with anotherpsarand points 2, 3 and 4 were applied
until all the test samples were considered for edas$s.

A careful screening has been done to eliminaterédendantbootstrap samples. Théootstrap
samples and the initial test samples have beesifitasseparately by means of the k-NNM (using
the original training dataset). The statisticalresoobtained for the two datasets are quite similar
and they change in the same way varydrgndk as can be noted in Tables 2, 3 and 4 that list the
statistical scores for k=3, d=10, d=15 (Table 22@ k=5, d=10, d=15, d=20 (Table 3); k=7; d=10,
d=15, d=20 (Table 4). Other combinationslandk have been investigated obtaining results worse
than the ones listed in tables 2, 3 and 4. In @aer, both for the original and artificial testtaset,

for k < 3,d < 10 the FAR related to the moderate class is highean th40 and POD is lower than
0.6, while fork>7 the FAR for all the classes is higher than @aAd the other statistical scores are
lower than those obtained for the otkeandd combinations. The statistical scores obtained by
classifying the initial and artificial samples agr@ suggesting k=5 and d=15 as the best choice of
parameters for the k-NNM classifier. The featureesen as components of the feature vegtor
related to daytime and night-time acquisition &tetl in Table 5 and Table 6, respectively.

In the revised manuscript Tables 3, 4 and 5 aramexl Tables 2, 3 and 4
Page 13683, linel2 to 23: These lines should Haded in section 2.

A.C.

The statistical scores shown in this paragraph lh@es obtained by validating PEMW-RR values

against radar-derived and rain gauge-derived @i values. The validation was carried out by Di

Tomaso et al. (2010) and Cimini et al. (2013). Ehetatistical scores have been listed not as
RainCEIV validation results but in order to givéarmation on the PEMW accuracy, that is why

this information was included in this sub-section.

Page 13683, line25: The reference to table 3 isgurBlease correct.

A.C.:
Ok, done. Due to the fact that Table 1 is renamablel 7, Table 2 (wrongly named Table 3) is
renamed Table 1.

Page 13683, line26-27: Please explain in more ldetav the MSG and AMSU-B scenes are
spatially and temporally collocated for the tramohataset?

A.C.

We apologize for not making the collocation procesarer.

The collocation of PEMW-derived rain rate valueshia SEVIRI grid is now described in Section
“2- Instruments and data” at line 25 on page 13@g7#pllows:

“The PEMW rain rate value is assigned to the SEVjRdel only when the latter is entirely
enclosed in the corresponding AMSU-B/MHS FOV. Teesampling of the PEMW rain rate values
on the SEVIRI grid was done by considering the afeaach AMSU-B/FOV calculated using the
orbital parameters described in (Bennartz, 2000 Temporal matching has been carried out
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considering a maximum delay of 7 minutes and 3@rs#€ between the acquisition time of the
SEVIRI pixel and the AMSU/MHS FOV.”

Page 13684, line 1: Please explain to what extemtkiNNM classifier is a pattern recognition
classifier and how patterns are considered bydhifes in the training dataset.

A.C:

The k-NNM classifier in a supervised pattern redtgn classifier. In this context, the term
“pattern” is used to indicate the SEVIRI observatlwoth as training sample and as sample to be
classified. For each pattern (SEVIRI observatiting, spectral and textural features are determined
for the IR brightness temperature and/or for th8 ¥éflectance.

Page 13684, line 4: Please explain the applicatiaghe CNN rule in more detail.

A.C.

As the procedure applied to refine both the C_MAGSR RainCEIV training dataset is the same,
it is now described in the appendix A “ Descriptmirthe procedure for the training set refinement”
of the revised manuscript. For convenience, Apperfliis also reported at the end of this
document.

In the light of this change, sub-section 3.2.1 friame 15 on page 13682 to line 7 on page 13683 is
modified as follows:

“The Fisher distance criterion (Ebert, 1987; ParikB77), described in Appendix A, has been
applied in order to evaluate the discriminatory powf the individual features. The Fisher distance
has been determined for the following combinatidfs; C,); (C,, C,); (Cy, C,). The features have
been ordered in a descending way on the basiseofdhrespondent Fisher distance value, so that
the features characterized by higher Fisher dismave been chosen as the components of the
features vector. The definitive number of the conesus of the feature vectat, as well as th&
parameter for the RainCEIV k-NNM classifier haveebaletermined as will be described in the
next sub-section. “

Page 13685, line 6 to 12: These lines should Haded in the results section.

A.C.

We apologize for being unclear. The statisticakssaoefer to the classification of the test samples
(both original and atrtificial) and have been dedive order to determine the best combination of the
d andk parameters to be used in the RainCEIMNM classifier.

Page 13685, line 13 to 14: What reference dataaetused for the cross-validation?

A.C.

We apologize for the confusion. The reference @ttased is now described in sub-section 3.2.2 as
follows:

“LetY = {(3?1, Cj)} be the independent test dataset built by examitned®EMW-RR values related
to the AMSU-B/MSH overpass of 12 February 2012 &t3BUTC, 12 November 2011 at
08:50UTC, 22 November 2010 at 09:34 UTC, 4 Aug@si®Pat 14:46 UTC, 26 April 2010 at 12:26
UTC, 01 October 2009 at 19:50UTC, 02 October 2G@%Ha0UTC.”

Page 13685, line 14 to 15: Please explain in metailchow the features in table 6 were selected.
Table 6 should be revised to make it clearer. Tleegnted feature and the expected usefulness for
rain classification should be explained.
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A.C.

Sub-section 3.2.2 has been modified in order tdagxpnore in-depth the process adopted for the
selection of the features. The modified Sub-sect8o®.2 has been shown above, where the
“bootstrap process” is described”.

Table 6 is now split into two tables: Table 5 antis6éthe features to be used during daytime and
night-time, respectively. The captions of Tablearl 6 have been re-written so to be clearer. A
description of Tables 5 and 6 is now added at titead sub-section 3.2.2 as follows:

“The features chosen as components of the feateickonvx related to daytime and night-time
acquisition are listed in Tables 5 and 6, respebtivlhe features used over land and over sea are
the same, but in some cases they vary for diffeckntd classes, e.g. the max and min value of the
ASM are very useful in order to determine the cderfice that a low/middle cloud is precipitating,
but its discriminant power is not so high as tdidguish the other rainy classes. On the contrary,
the minimum and maximum values of Contrast and Mgga an useful contribution in detecting
both light-to-moderate rainy class and heavy raiags for all the cloudy class.”

Section 4:
Table 1 is not mentioned in the text. Please ctarrec

A.C.:
Thanks for spotting this typo. Table 1 is now Tablend it is related to the new sub-section 4.1.

Please use the same statistical scores for théatialin of the cloud mask and for the validation of
the rain intensity classification.

A.C.:

In the revised version, the accuracy as definedHervalidation of C_MACSP (the ratio between
the number of the test samples correctly deteateldtize total number of samples) is added to the
statistical scores used for the RainCEIV resulsy keeping the dichotomous statistical scores.

The validation dataset should be extended oveeatgrtime period and include nighttime scenes.

A.C.
The validation dataset was enlarged adding nighéetiscenes and choosing cases study
characterized by convective events both for dayame night-time.

The presentation of the results should includesaudision of the results in comparison to other
techniques.

A.C.:

We retain that the validation of RainCEIV resulgmimst radar-derived rain rate values is sufficient
for the evaluation of the RainCEIV performance. Bmrer, when interpreting the statistical scores
it is important to take into account that the diieces in the detection of rainy areas should ditpen
on the temporal distance and should be caused lycaton errors. The comparisons with the

techniques proposed by other authors should beedaout in cooperation with the authors

themselves especially regarding the choice of @8ses study to be analyzed.

The interpretation of the results for the caseistits too positive. Please rephrase the respective
sentences.
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A.C.

The results will be re-discussed on the basis efstatistical scores related to the enlarged datase
used for validation. The validation dataset willddarged by adding more daytime and night-time
scenes and choosing cases study characterized t® coovective events both for daytime and
night-time.

Section 5:

The conclusion should be revised. At the momejuisitrepeats the results section.

The authors should elaborate more on further stepaprove the presented algorithm and discuss
the potential benefit of the presented techniqusbmparison to other retrieval techniques.

A.C.
The conclusion will be rewritten on the basis of #tatistical results obtained examining more
cases study.

Page 13687, line 25: “rainy/non rainy class”. Péease consistent wording throughout the
manuscript (e.g. “rain intensity classification”).

A.C.
Thank for the suggestion, we accept it.

Appendix A. “Procedure adopted for the training setrefinement”

The RainCEIV and C_MACSP original training dataBatve been refined by applying the same
procedure to the samples of each class.

The refinement process consists in using the Ne&teighbour decision rule described by Cover
and Hart (1967) in order to classify each sampléhef initial training classes. The aim of this
process is, in this paper, to eliminate the redoh@ad misclassified training samples, which is
quite similar to the CNN rule described in Hart§®9 but with the difference that the main purpose
of CNN is to get a training subset which perforrasnell as the original one. Before the description
of the refinement process, a brief descriptionh&f NN decision rule and of the Fisher criterion
(used to reduce the number of the components dettare vector) will be shown.

Let To={(%;, C;)} be the original training dataset, where the pdis C;) indicate the training
samples; of the clas<’;, j=1, 2, ..., N, N is the number of the classes, i=1, 2, ¢;,N;is the
number of the training samples for the cl@ssGiven a vectoly to be the classified, the NN rule
establishes tha§ belongs to the clas§; when the minimum distance is that from the trainin
samplex; that belongs to clagg, and ther¥; is the Nearest Neighboof y.

Before applying the RR decision rule, it is impattéo define the dimension of the feature vector.
In fact, since the k-NN classifier performance gallg decreases with the dimension of the
features vector, the number of the componerit3 ¢f X has been reduced by applying the Fisher
criterion (Ebert, 1987; Parikh, 1977) in order @leate the discriminatory power of the individual

features and to choose the features characteizéite higher Fisher distance value. kgtnd oji
be the mean and standard deviation of the feattifer the training set from clagg, thus the
Fisher distance is defined as:
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It measures the ability of the featuré to differentiate clasg; from classC,. The features’x
within X, have been ordered in a decreasing way on the bésheD;j;, values and the firs
features have been chosen as the components fefatfoee vectors used. The dimensibhas been
fixed by following Jain and Chandrasekaran (1982)gjgestion who point out that the ratio
between the number of the training samples for edabs and the feature vector dimenstbn
should be at least five.
The procedure to obtain the refined training ddtake starting from the original training dataset
To, CONSISts in:
1. Considering the'l pattern &;, C;) of T,
2. Applying the NN decision rule and determining tledldwing action on the basis of the
three possible classification results:
- the NN belongs to the initial belonging cla&sand the Euclidean distance is higher than
zero, consequently the sample is putin T
- The NN belongs to a different clas+ C;, consequently the sample is reanalyzed and
included in the NN class;
- the Euclidean distance from the NN is zero, thepdans considered redundant and it is
removed from Fand not included in, T
3. restarting from point 2 with another sample andly@pg the entire process until all the
training samples have been analyzed.
T, determined for each class is used as the defiritanming dataset.

14



