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Abstract  10 

When simulating social action in modeling efforts, as in socio-hydrology, an issue of obvious 11 

importance is how to ensure that social action by human agents is well-represented in the 12 

analysis and the model. Generally, human decision-making is either modeled on a yearly 13 

basis or lumped together as collective social structures. Both responses are problematic, as 14 

human decision making is more complex and organizations are the result of human agency 15 

and cannot be used as explanatory forces. A way out of the dilemma of how to include human 16 

agency is to go to the largest societal and environmental clustering possible: society itself and 17 

climate, with time steps of years or decades. In the paper, the other way out is developed: to 18 

face human agency squarely, and direct the modeling approach to the agency of individuals 19 

and couple this with the lowest appropriate hydrological level and time step. This approach is 20 

supported theoretically by the work of Bruno Latour, the French sociologist and philosopher. 21 

We discuss irrigation archaeology, as it is in this discipline that the issues of scale and 22 

explanatory force are well discussed. The issue is not just what scale to use: it is what scale 23 

matters. We argue that understanding the arrangements that permitted the management of 24 

irrigation over centuries requires modeling and understanding the small-scale, day-to-day 25 

operations and personal interactions upon which they were built. This effort, however, must 26 

be informed by the longer-term dynamics as these provide the context within which human 27 

agency is acted out. 28 

29 
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1 Introduction 30 

Simulating social action is a rising field of study. Based on detailed, empirical study and 31 

specific understanding of both human actions and networks in society, more elaborate models 32 

are being constructed. An issue of obvious importance is how to ensure that social action by 33 

human agents is well-represented in the analysis and the model; this issue is of vital 34 

importance for socio-hydrology as well. Although not necessarily so, in general one can find 35 

two responses to the question how to represent human agency. In a first one, human decision-36 

making – if considered at all – is modeled on a yearly basis; in a second one, human agency is 37 

lumped together, assuming that collective social structures – states, companies, but also social 38 

class or gender – provide an adequate framework representing human decision-making. We 39 

argue that both responses are problematic. 40 

Humans make decisions every day and not once a year, and even the once a year decisions 41 

(where to go on holiday for example) are not made once a year, but are more to be seen as a 42 

series of decisions. Clustering humans into organizations is problematic as well, as these 43 

organizations themselves are the result of agency, and clustering usually means associating 44 

certain predefined features to those entities. Those features will usually also be the result of 45 

the model, and as such we have a problem of circularity. Please note that we do not argue that 46 

social structures do not exist, as anyone studying society would recognize that certain 47 

hierarchies, arenas and institutions do exist. We do argue, however, that these social 48 

structures can never be used as explanatory forces for processes we observe. 49 

Comparable dangers can be expected for socio-hydrology, if it is not done carefully. The 50 

short-term effects of hydrology on humans and the actions of humans to counter those which 51 

in turn affect hydrology and so on need to be included in the model. This means allowing for 52 

time patterns of wet years and dry years, abundant crop yields and crop failures, times of 53 

economic prosperity and depression, shifts in the dominant politics, major storms, etc. etc., 54 

and most of all how these patterns overly one another.  Short-term memories have a major 55 

impact on water resources use by individuals and management policies by administrators.  56 

We argue that there are two feasible ways out of this issue, or two levels of modeling that we 57 

can do relatively safely; we will develop some more specific ideas about one of them. The 58 

first way out of the dilemma how to include human agency is essentially to ignore it 59 

completely and to go to the largest societal and environmental clustering possible: society 60 

itself and climate, with a reasonable time step of years or decades, to determine links between 61 
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the two to test certain theories and define/find/test analogies. We will not develop this idea 62 

further, as it is discussed in the contribution of Pande and Ertsen to the SI in HESS-D (Pande 63 

and Ertsen 2013).  64 

The other way, and the one we will develop further in this paper, is to face human agency 65 

squarely.  To do so we direct our modeling approach to the human agency of individuals- 66 

arguably the lowest possible scale that could be called a ‘social’ approach- and couple this 67 

with the lowest appropriate hydrological level and time step: daily or hourly rain and/or flow. 68 

With this approach we can employ our models to ask under which cultural-organizational 69 

constraints model outcomes are supported by our data. This detailed modeling predefines as 70 

few cultural aspects as possible in the human agents; instead it treats cultural aspects as 71 

constraining contexts for the model, which itself is based on actions and materiality. Personal 72 

relationships, in networks and institutions, are outcomes of the model’s operation. 73 

This second approach is supported theoretically by the work of Bruno Latour, the French 74 

sociologist and philosopher. Latour argues that human decision-making and development of 75 

societal institutions is a local activity and constructed within networks of actors (Latour, 76 

2005). These networks are continuously created and recreated by human actors engaging with 77 

other human actors and non-human intermediaries. Actor-networks are to be understood as a 78 

unit, without preliminary definitions of what is “inside” or “outside” of, or “local” or 79 

“context” about a network. Networks are created through human agency engaging with other 80 

human agents and material realities (like roads and rain); studying networks with any pre-81 

suggested division in terms of levels, contexts or relations needs to be avoided. The resulting 82 

networks link short and long term human responses, from individual to societal level to water 83 

flows and their stochastic natures on scales as different as flows in hours to volumes per year, 84 

decade or even century.  85 

In this paper we discuss how such a focus on the short-term, small-scale interactions among 86 

people with(in) their environment can be developed. We focus our discussion on irrigation 87 

systems, and specifically on studies within archaeology, as these studies provide data sets that 88 

allow linking short term to long term. Irrigation is complex, due to feedbacks between 89 

material environment – the water source – and humans. Because of the highly detailed and 90 

complex relations between human actions and the social and material context in irrigation, it 91 

is extremely difficult to develop a well-suited scientific approach to model it. Not only do we 92 

need to understand the effect of material conditions on human actions but we also need to 93 
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understand how human agency is linked to rules within irrigation systems. As such, irrigation 94 

is a clear – if not one of the best – example of socio-hydrology.  95 

Perhaps paradoxically, archaeological examples are useful for this discussion because the 96 

archaeological record, with respect to many things we might wish to know, is incomplete. The 97 

lacunae in our knowledge impinge on our modeling efforts in a way that brings questions of 98 

scale to the fore: we are forced to choose abstractions, and so must choose them carefully. 99 

Likewise we are also asked to consider questions that we might like to answer against data 100 

that we have available, and so to consider some approaches to be provisional or hypothetical. 101 

The outcome is what Murphy (2009) termed an ‘exploratory’ approach. Two key components 102 

of this are the obligation to ask what components are required and the concomitant freedom to 103 

discard those that are not. The issue is not just what scale to use: it is what scale matters. Our 104 

contention in this paper is that identifying and understanding the arrangements that permitted 105 

the management of large-scale irrigation works, even those that persisted over centuries, 106 

requires modeling and understanding the small-scale, day-to-day operations and personal 107 

interactions upon which they were built. This effort, however, must be informed with the data 108 

from longer-term studies, for the longer-term dynamics provide the context within which our 109 

object of study, human agency, is acted out. 110 

 111 

2 Agent-based models as the way forward? 112 

Irrigation systems are spatial assemblies of built elements supplying crops with water. 113 

System’s operation is a mixture of physical distribution facilities that bring water to fields and 114 

crops, and socio-political coordination between the different actors that use the water flows. 115 

Irrigated agriculture is more than managing volumes each month or season; it is typically 116 

about manipulating flows of water in time periods as short as hours and days. Such short-term 117 

manipulations result in water balances and volumes on larger temporal and spatial scales. 118 

Those lumped volumes and balances cannot be used, however, to derive the many small-scale 119 

manipulations of water flows that built the lumped results: reading back the detail from the 120 

general is impossible (Ertsen 2010; Ertsen and Van der Spek 2009).  121 

With their many entities, their interactions within a changing environment, and the resulting 122 

emergent properties, irrigation systems are typical of systems for which Agent Based 123 

Modeling (ABM) yields fruitful analysis. The application of ABM by creating software 124 

agents to play the role of irrigation users and managers is a straightforward use; modeling the 125 



6 
 

daily interactions of such agents together with the water fluxes is still in development, but 126 

promises better understanding of irrigation systems as anthropogenic landscapes. Those 127 

landscapes are the result of many individual activities – on their own or within entities like 128 

households and social groups – within the physical boundaries (hydraulic and hydrological) of 129 

the irrigated areas (Ertsen 2012a; 2012b). 130 

Agent-based models have been applied successfully in rain-fed agriculture. Although far from 131 

being simple, rainfall can be assumed to be available for all agents: actions by agents do not 132 

affect water availability of other agents. In most studies on irrigation systems, an analogue 133 

reasoning is implicitly assumed: water availability is an input just like rain from the sky. For 134 

example, Altaweel (2007) concluded that in northern Mesopotamia irrigation promoted stable 135 

yields. He does, however, represent water availability as a 150 mm water gift, as if the water 136 

came out of the sky like rain. There is no guarantee, however, that the irrigation system could 137 

actually deliver water equally to all farmers, for hydraulic and/or social reasons. Compared to 138 

rain-fed agriculture, irrigation is complex, with extra feedbacks between environment and 139 

humans. This requires detailed understanding of daily realities in irrigation. Water availability 140 

along canals is a result of human agency – including stealing, struggle and cooperation – 141 

affecting actual flows through time and space, and cannot be assumed to be equal. This makes 142 

agent-based modeling in irrigation a major challenge.  143 

To use ABM in understanding how socio-hydrological reality emerges from purposeful, 144 

(un)coordinated activities of individuals and small groups in irrigation systems, a fundamental 145 

issue related to human action needs to be solved: the time step in the analysis. This may seem 146 

a trivial modeling question, but is actually a fundamental one for human agency. Assume a 147 

canal with a user taking water and then closing his gate. This causes a changing water flow to 148 

a user downstream, who may not want this extra water and closes his own gate. Actions of 149 

this upstream user cause – through actions of a downstream user – changing situations 150 

upstream. If this took only a few hours, analysis based on a time step of one day misses this 151 

action-reaction. However, social relations between users may be ruined: "If you steal my 152 

water today, I will hate you tomorrow". Or, to put it more politely: “I may not want to 153 

maintain the canal in cooperation with you next month or year”. If this is our concern, then 154 

arguably we should not explain how irrigation-based societies collapsed after centuries or 155 

even millennia, but why these societies did not collapse each and every day. 156 

Irrigation systems are highly dynamic systems, and human-induced patterns in irrigation are 157 

often idiosyncratic and unpredictable. However, they can be studied systematically. Recently, 158 
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Ertsen (2010; 2012a; 2012b) shows how interactions between humans, hydrology and 159 

hydraulics within irrigation systems create patterns of water use, and provides the basic 160 

modeling methodology to study these interactions. This approach is explicitly based on the 161 

physical processes creating surface and subsurface water fluxes. Substantial progress can be 162 

made by including detailed analysis of material conditions and changes related to human 163 

agency, especially accounting for the new material conditions of irrigation systems created by 164 

human actions. Human agency may be restricted by material conditions of irrigation system, 165 

with certain actions not possible or more difficult to achieve, but in reality humans still make 166 

the key decisions in water allocation, system management and irrigation development. Human 167 

agency, hydrological processes and hydraulic variables create irrigation together.  Combined 168 

modeling of daily interactions between human agency and water fluxes will increase our 169 

understanding of irrigation systems as anthropogenic landscapes, and how they emerge from 170 

socio-economic and environmental contexts.  171 

Our discussion here presents three archaeological views of components of an irrigation 172 

system. Our examples are drawn from studies in the semi-arid American Southwest 173 

(Arizona), where irrigation has allowed farmers to cope with environmental constraints and 174 

grow crops for more than two millennia. The three views are presented as examples of long-175 

term, medium-term, and short-term scales as revealed through archaeology and related 176 

studies. Ideally we would present a single, integrated picture that covers a single, unified 177 

example. In fact, the examples we choose here, though related, are separate. The progress of 178 

archaeological research could eventually provide a unified and complete picture of the entire 179 

region, but for now we present them as examples – including their methodological details – to 180 

support our contention that an integrated view is both possible and necessary for the rich 181 

understanding we seek of how irrigation systems, including the social relationships and 182 

institutions that arise from and support them, are shaped- or, better, are made and continually 183 

re-made via human agency- through time. 184 

 185 

3 Climate Reconstructions: The Archaeological Long-Term View 186 

Irrigation systems are situated in a specific hydrological environment. In this paper, we focus 187 

on the desert environment of Central and Southern Arizona, an area rich in diverse plant life 188 

(Fish 1989) that supported some of the largest irrigation works in the prehistoric New World. 189 

The Hohokam society, that persisted for a millennium between 450 and 1450 AD (Bayman, 190 
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2001, Fish and Fish 2007, Gumerman, 1991), built extensive canals that drew water from the 191 

Gila River (and its tributaries) and the Salt River in Central Arizona and the Santa Cruz River 192 

in Southern Arizona.  Archaeological research on these canals has been extensive, but has 193 

focused on more readily available information about large-scale canal networks, their 194 

organization and the paleo-environnmental signature they record (e.g. Howard 1993, Howard 195 

and Huckleberry, 1991). Investigation into the day-to-day operation of these systems at the 196 

field level has been limited or drawn from abstract scenarios (Murphy 2009, 2012) rather than 197 

archaeological data, which have not previously been available. Below we will discuss what 198 

data sets are available and how these could be used for the detailed, short-term modeling 199 

efforts we propose. 200 

We start with climatic issues. Irrigation is an attempt to modify the hydrological cycle and 201 

change its direct impact; the short-term impacts on irrigation and nature of hydrological 202 

features are important to consider when studying irrigation management. One of the 203 

challenges of doing so is to determine the variability of hydrological features like temperature 204 

and available moisture. In other words, how to obtain a similar record of climatic variability 205 

as the measurements we have today? As an illustration of how a useable paleoclimatic data 206 

set can be achieved, we calculated the monthly temperature/precipitation in our (lowland) 207 

study area in Arizona. We used reconstructed climatic data based on tree-rings, of the kind 208 

that archaeologists in the U.S. Southwest have been building for decades. Climate 209 

reconstructions based on tree-ring proxy records have been considerably utilized, in large part 210 

because of their relatively high resolution and reliability (Kohler 2012). 211 

In the selection of potential tree-ring indexed series, we considered four principles: 1) the 212 

tree-ring sites should be relatively close to the study area; 2) the tree-ring should be 213 

distinctively sensitive to climatic variables (temperature and precipitation); 3) the dataset 214 

should cover the main period one is interested in (which would be 450-1450 AD for the main 215 

Hohokam period); 4) and the data set should correlate with the study area. Based on the first 216 

three principles, we selected the data from Salzer and Kipfmueller (2005), which cover annual 217 

precipitation (in October-July) for a 1425 year period (570-1994 AD) and annual mean-218 

maximum temperature for a 2262 year period (250 BC-1997 AD), based on calibrated 219 

precipitation series with data from NOAA Climate Division 2 (CD2) and temperature series  220 

with data from Fort Valley research station. There are three tree-ring chronologies in the 221 

lower forest border of Arizona (Flagstaff, Canyon de Chelly, and Navajo Mountain) being 222 
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used for precipitation reconstruction and one in San Francisco Peaks in Northern Arizona 223 

(Flagstaff) for temperature reconstruction, as shown in Figure 1. 224 

We were able to meet the fourth principle by linking the monthly observed data in the 225 

lowlands and the difference/ratio between yearly reconstructed tree-ring data and yearly 226 

observed data in the uplands. We assumed this a feasible approach as climate variability in 227 

upland and lowland Arizona are highly correlated. Obviously, we have to assume that 228 

climatic variability has not changed over time, to be able to include the observed data in the 229 

analysis. At the moment, there seems to be no way out of this assumption. Furthermore, the 230 

one thousand year of tree-ring data series shows no evidence indicating climate changes in the 231 

uplands. Using this approach, two issues need to be dealt with: the altitudes of the tree sites, 232 

and the time scale of the data (see also Ni et al 2002).  233 

Starting with the first issue, the tree sites used for tree-ring based analysis and our Hohokam 234 

irrigated area are not on the same altitude. All tree-ring sites are located at a high altitude of 235 

above 2000 meters, while the Hohokam area is situated around 450 meter above sea level. 236 

Associated with this is the climatic zoning: tree-ring sites are found in the CD2 zone, 237 

characterized by low temperatures and relatively substantial rainfall, whereas the Hohokam 238 

main area is within the CD6 zone, with a hot and dry climate. We basically used a 239 

straightforward correlation between temperature and rainfall for the two zones to reconstruct 240 

the annual data for the lowland area. Precipitation data from zone CD6 and temperature data 241 

from Chandler Heights in the same area were used as reference data. We then correlated tree-242 

ring precipitation data between zones CD6 and CD2 and temperature data between Chandler 243 

Heights and Fort valley. The correlation coefficient r for temperature was 0.99, which was 244 

higher than the coefficient for precipitation of 0.83. We concluded that both rainfall and 245 

temperature in our study area were strongly correlated with data from the tree site zone.  246 

The second issue of time scale related to the need to have a time series of rainfall and 247 

temperature data at a finer scale than the annual tree-ring chronologies (based on the October-248 

July season). In order to allow using climatic data on a meaningful scale to simulate crop 249 

productivity and water use, data on minimally a monthly scale are required. As such, we 250 

needed to downscale the annual data into month-scale ones. For this downscaling, we used the 251 

Climate Factor (CF) method (Chen et al 2011), which adjusts observed time series by adding 252 

the difference (for temperature) or multiplying the ratio (for precipitation) between future and 253 

present climates. One of the advantages of the CF method is its straightforward application. 254 

Most CF methods are used for forecasting climatic variables, by computing the changes 255 
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between a baseline and future scenario. For our own historical application, we modified the 256 

equations slightly by linking the change factors are between reconstructed tree-ring data and 257 

upland observed data. As such, the CF method could take into account climatic differences 258 

between high and low altitudes, by linking climate variability at high altitudes to the same in 259 

the lowland, along the equations show below.  260 

  261 

., , ,, , , , ( )recon y obs Fort ydow stu m obs Cha mT T T T= + −                                                                    262 

., , 2,, , , 6, ( / )recon y obs CD ydow stu m obs CD mP P P P= ×                                                                    263 

, ,dow stu mT  is the downscaled monthly temperature for the study area 264 

, ,obs Cha mT  is the observed monthly temperature at Chandler Heights in the reference period 265 

.,recon yT  is the reconstructed yearly temperature based on tree-ring data 266 

, ,obs Fort yT  is the observed yearly temperature at Fort Valley Station in the reference period 267 

, ,dow stu mP  is the downscaled monthly precipitation for the study area 268 

, 6,obs CD mP  is the observed monthly temperature for CD6 in the reference period 269 

.,recon yP  is the tree-ring reconstructed yearly temperature  270 

, 2,obs CD yP  is the observed yearly temperature for CD2 in the reference period 271 

 272 

The observed monthly data from our study area (Chandler Heights and CD6) were used as 273 

adjusting data. The reference periods cover 50 years for both precipitation (1896~1945) and 274 

temperature (1909~1958). The adjusting series are randomly selected from the reference 275 

period. On the corresponding period, the difference or ratio between reconstruction and 276 

observation data of tree sites are calculated and given to the adjusting series. Figure 3 shows a 277 

high positive correlation (r) between simulations and observations. The validation reduction 278 

of error statistic (RE) reaches 0.885 and 0.915 in mean-minimum temperature and mean-279 

maximum temperature respectively. The high positive value indicates that the model performs 280 

a good reconstruction for the whole simulation period, and better than in the calibration 281 

period. The root mean square differences (RMSD) between simulation and observation are 282 

2.34 and 2.58 respectively. 283 

The simulated series of precipitation were validated by comparing its month-distribution 284 

percentage with the observations for the same percentage. Both measured and simulated 285 

series from 1896 to 1987 were classified into 4 bins according to the water-year precipitation 286 
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of 0-25%, 25-50%, 50-75%, and 75-100%. Then, the proportions of each month’s 287 

precipitation within the whole year were calculated for observation and simulation 288 

respectively. Finally we compared those percentages for simulation and observation. Figure 4 289 

suggests the downscaled methodology basically represents a good match for the rainfall 290 

frequencies of 0-25% and 25-50%. For the 50-75% category, representation in January, 291 

February, July and August is less good. During dry years (75%-100), the model performed 292 

very well over the whole year. In generally, the model captured the precipitation frequency at 293 

monthly scale well. 294 

We would, of course, like to pursue this picture into even finer detail; this is especially true 295 

because the Gila River was rather complex (see Graybill et al 2006). A next step would be to 296 

link stream flow in the Gila River to the rainfall data. Unfortunately, the data needed to 297 

support this are lacking: direct flow data exist beginning with the installation of the Kelvin 298 

gauge in 1911, but by then upstream diversions for irrigation had already significantly 299 

reduced flow (Huckleberry 1996); in 1928 construction of the Coolidge dam virtually 300 

eliminated flow except during extreme flooding periods. It would be of great value to have 301 

stream flow data for longer periods; nevertheless, the reconstructions presented here open a 302 

wide array of lines of inquiry about the long-term trajectory of the practice of irrigation, and 303 

present the backdrop for the middle- and short-term views we will take in the next sections. 304 

 305 

4 Canal System Geo-archaeology and Micromorphology: The Medium-306 

Term View 307 

The study of past irrigation systems has traditionally been integrated in the field of theoretical 308 

anthropology, ethnography and archaeo-geography (e.g. Hunt and Hunt 1973; Gentelle, 309 

1980). Hydraulic systems appear as structural elements of the socio-political organization of 310 

communities and their territory on various temporal and spatial scales. Past irrigation systems 311 

however can also be studied from a socio-environmental perspective using a geo-312 

archaeological and chronological approach (Berger, 2000). Canals are considered as technical 313 

systems on one side, with their own temporalities, from their construction, maintenance to 314 

their abandonment. On the other side, their fill records environmental fluctuations (floods, 315 

water stagnation, rhythmic flow to down-cutting events and fluvial morphological change). 316 

Depending on the initial research question, irrigation structures and systems can be perceived 317 

at various spatial scales (main, secondary or tertiary canal; irrigation system; geomorphic 318 
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unit) and temporal scales (short-term events; phases of cultural stability/breakdown).  As the 319 

aim of this paper is to understand short-term socio-environmental interactions, we will focus 320 

here on the methodological keys to study individual structures in the field and laboratory. One 321 

main Hohokam canal located along the Salt River in the semi-arid Phoenix Basin will be used 322 

as an example (Figure 5a).  323 

Aerial photographs and old maps usually provide information on the location of past 324 

irrigation systems. In the Phoenix basin in Arizona, twenty years of salvage archaeology have 325 

enabled researchers to build a massive database of irrigation systems (Figure 5a) (Howard and 326 

Huckleberry, 1991). The main Canal System 12 (CS12) (Figures 5a and 5b), which is the 327 

most downstream system of the valley, was studied in 2007 in the framework of a salvage 328 

archaeology project directed by Soil System Inc. at the site of Cashion, a Hohokam village 329 

occupied from 7th to the 12th century AD. CS12 was encountered 3 miles downstream from its 330 

head gates, nearly 2.5m below the surface; four trenches were dug to study its fill and 331 

reconstruct its functional history (Figure 5b). The fill was very well preserved, and three 332 

superposed canals were identified, the base of the bottom one being separated from the upper 333 

one by more than one meter of sediments (Figure 6). Once the canal profiles were exposed, 334 

systematic criteria were described: canal shape, description of the sedimentary fill (texture, 335 

structure, color, inclusions, etc..), visible traces of human management (canal curing based on 336 

stratigraphic unconformities (Figure 5c), stone, earth walls or fine material on the sides and 337 

bottom of the feature to protect it from erosion).  338 

First interpretations, such as the occurrence of flooding events, episodes of water stagnation, 339 

local erosion or canal abandonment, traditionally identified based on texture (sand versus 340 

clay), sediment structure and sorting (graded deposits versus weakly-sorted sediments, 341 

inclusions) need to be put forward with precaution. First, the canal studied should be 342 

understood within its network. Smaller canals downstream in a system will record different 343 

information than canals closer to the head gates. Second, sedimentary signatures might have 344 

multiple origins. The origin of this difference (natural/anthropic) is difficult to estimate, but 345 

parallel studies on connected main, secondary, tertiary canals and associated irrigated fields 346 

can provide a complete reconstruction of human management and the significance of flow at 347 

the scale of a system (e.g. Purdue et al., 2010; Purdue et al., in progress).  Also, building 348 

references in historic and modern canals, for which we have better chronological frames as 349 

well as written data on human activity and fluvial dynamics, could help better discuss this 350 

issue of equifinality (e.g. Huckleberry 1999, Purdue 2011).  351 
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Irrigation structures need to be dated and connected to a hydrological and cultural context. 352 

This is probably the most complex step, even more when high resolution data on flow is 353 

needed. As irrigation structures start to fill with sediments right after their construction, dates 354 

processed at the bottom of the structure will provide an idea of when the structure was built, 355 

while a date in the upper part of the fill will indicate when the structure was abandoned. 356 

However, canals are anthropic structures, frequently maintained, and parts of the fill are often 357 

removed. Ideal situations occur when a structure is continuously used, but when multiple 358 

episodes of cleaning are observed it is necessary to process as many dates as possible to frame 359 

these events. Archaeological material such as sherds identified can provide information on 360 

when the canal was in use. However, absolute dating (radiocarbon dating on organic material 361 

or Optical Luminescence Dating on quartz grains) (Berger et al. 2004; Huckleberry and 362 

Rittenour 2013) should be preferentially used. Three radiocarbon dates were processed in 363 

Trench 1 (Figure 6). Results show that the first canal was in use from the 8th to the 10th 364 

century AD, the second one from the mid-12th century to the mid 13th century AD, and the last 365 

one during the 13Th century AD. Two phases of abandonment are recorded; one between the 366 

10th and the 12th century AD and the second one, probably of much shorter time, during the 367 

13th century. 368 

Micromorphology provides a description of soils at a very small scale using an optical 369 

polarized microscope. The aim of this approach is to precise observations made on the field 370 

and focus on a certain amount of well-preserved sedimentary, pedological, ecological and 371 

anthropic features which record short-term (sometimes seasonal) environmental and human 372 

dynamics (Courty et al. 1989). Samples were taken in both Trench 1 and 2 to compare and 373 

complete data (respectively 11 samples-33 microstrata, and 12 samples-28 microstrata) 374 

(Figure 6), and were processed at the University of Basse-Normandie-GEOPHEN (Caen, 375 

France). Analysis was conducted using a microscope connected to a color camera and we 376 

selected markers which were qualitatively, semi-quantitatively and quantitatively described: 377 

1) Sedimentological markers (mineral assemblage to estimate sediment origin-fluvial or local; 378 

grain size; sediment structure and sorting to understand the flow and degree of erosion), 2) 379 

Pedological and ecological markers (soil microstructure; in situ vegetation growth and its 380 

impact on sedimentation rhythm; in situ burning event) (Figure 7). Each microstrata has its 381 

own short-term socio-environmental signature. However, for explanatory purposes, we will 382 

present results partially synthesized in 5 phases from Trench 1, with a focus on specific 383 

markers of interest from Trench 1 and 2.  384 
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The first three phases have been identified in the first canal. Phase 1 (Stratigraphic Unit-SU 1-385 

5 in T 1) (Figure 6) is composed of positively graded clayey silts indicating rhythmic 386 

sedimentation of low intensity, possibly seasonal, with in and out flow maybe as a results of 387 

opening and closing head gates (Figure 7a, SU 1). The in situ development of characeae 388 

communities (Figure 7b, SU 3b) confirms the low flow and indicates clear as well as shallow 389 

water depth.  The second period (SU 6-7 in T 1) is also composed of positively graded 390 

deposits, but the occurrence of coarse silts and sands indicate higher intensity flows. The 391 

impact of this shift is visible by the eroded berm deposits in T 2 followed by canal cleaning. 392 

Canal maintenance also occurred as shown by the ash deposits in T 1 (SU 7) indicating in situ 393 

burning to destroy the vegetation.  394 

The third period (SU 8-10 in T 1; 8th-9th century AD) is composed of prismatic clay and 395 

graded clayey silts (Figure 6c, SU 8), rich in humic organic matter and charcoals, indicating 396 

episodes of rhythmic but low flow, water stagnation and evaporation processes. Eolian sand 397 

has been encountered in T 2 which could point towards drier conditions. The canal then seems 398 

abandoned up until the mid-12th century and filled with slope wash deposits and trash 399 

(observation of pluricm calcium carbonate nodules from the substratum ; charcoals, ashes, 400 

organic matter and calcium oxalate crystals usually found in local vegetation which points 401 

toward dumped food remains in T 2) (Figure 7d, SU 16). We put forward that the 402 

abandonment of the canal could be the result of shifting hydrological dynamics (e.g. down-403 

cutting event) (Phillips et al. 2004, Purdue 2011, Huckleberry et al., 2013). 404 

The second major canal (Period 4, SU 16-23 in T 1), identical in size to the first one, was in 405 

use between the 12th and 13th century AD. Coarse silts rich in charcoal and presenting a 406 

massive to vughy structure indicate fast sedimentation as well as permanent moist conditions 407 

(Figure 7e, SU 17). The layer of ashes in T 2 and the earth protection on the side of the 408 

feature in T 1 (SU 18, 19, 20) suggests canal maintenance, but no visible cleaning event has 409 

been recorded. The bioturbated structure in the upper part of the feature (SU 23), as well as 410 

the in situ development of vegetation indicates reduced flow and even canal abandonment, 411 

contemporaneously to the abandonment of Cashion site. However, a third canal seems to have 412 

been built; it was connected to the tail of a canal belonging to Canal System 2, Canal Alamo 413 

(Fig. 7a). In use during the 13th century, this canal is much smaller in size and is filled with 414 

graded as well as weakly-sorted coarse silts to sands. The occurrence of soil aggregates and 415 

the lack of soil development is an indicator of fast sedimentation, contrasted conditions 416 

(rhythmic sedimentation versus possible flooding events) and soil erosion during that period 417 
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(Figure 7f, SU 39). The canal is cleaned, at least once. Its upper part is composed of coarse 418 

silts with a sub-angular structure suggesting post-abandonment flood deposits. 419 

This detailed analysis suggests that the fill of CS12 is mainly characterized by rhythmic 420 

deposition, despite it being the most downstream system in the lower Salt River valley, with 421 

low flows around the 8th-9th century AD, and more intense and erosive flows between the 12th 422 

and 13th century AD. Two interesting events have been recorded. The first one is the canal 423 

abandonment during the Sedentary Period, when massive flooding, widening and down-424 

cutting occurred in the lower Salt River valley (Purdue 2011, Phillips et al. 2004, Onken et al. 425 

2004, Huckleberry et al. 2013). The second one is its connection to Canal System 2 after that, 426 

suggesting difficulties in diverting water in downstream systems, but cooperation to actually 427 

connect independent irrigation systems. The observation of ash deposits, cleaning events and 428 

lateral protection structure were part of the regular maintenance. From a methodological 429 

standpoint, the geo-archaeological approach provides very precise information on short-term 430 

to middle-term environmental conditions in past irrigation canals. This information can help 431 

to conduct better simulations on irrigation system management (e.g. change in slope through 432 

time; evolution of flow in main, distribution and lateral canals; irrigation management in 433 

fields). Systematic studies allow for the creation of a typology of canal fills and will provide 434 

local to regional data to help validate agent-based models.  435 

 436 

5 Reconstructing Irrigation at Las Capas: The Short-Term View 437 

Our short-term example is the site of Las Capas, situated along the Santa Cruz River, a 438 

tributary of the Gila River, in modern Tucson. Las Capas is earlier than the far larger 439 

irrigation works to the north along the Salt and Gila Rivers. Occupied from about 2100 BCE 440 

until perhaps 500 BCE (Mabry 2008a), the site is noteworthy for its remarkable preservation: 441 

flood events deposited layers of silt that sealed some occupation layers and preserved them 442 

with minimal disturbance (Wöcherl 2008). One set of excavations conducted by Desert 443 

Archaeology, Inc. (Mabry 2008b; Vint 2009) has revealed a detailed picture of irrigation 444 

structures, fields, and even individual planting holes; this rich picture also includes 445 

construction techniques: lateral canals and field berms were constructed by digging sediment 446 

from either side and piling the dirt to create banks and field boundaries (J. Vint, pers. comm.).  447 

Figure 8 shows the site’s location alongside the Tucson Mountains and the Santa Cruz River, 448 

and the reconstruction, in white paint, of the outlines of fields and canals visible to 449 
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archaeologists. Figure 9 shows a drawing of the canals and fields found, dating from roughly 450 

900 BC to between 800 and 750 BC. This detail allows construction of water flow simulations 451 

at the day-to-day scale in a way that previous examinations of larger canals have not done. 452 

Based on available data, a model setup was designed with the SOBEK Hydraulic Modeling 453 

package (see references) with one canal (called feeder in this simulation although it is fairly 454 

small), seven lateral canals and four fields per lateral (figure 10). At Las Capas the larger 455 

distribution canals average 1.2 m wide and 0.23 to 0.30 m deep and have a parabolic cross 456 

section yielding a functional water depth of 0.20 to 0.25 meters. The lateral canals at Las 457 

Capas average 1.0 - 1.1 m wide and 0.15 m deep, with a functional water depth of ca. 5 cm (J. 458 

Vint, pers. comm.).  459 

The canals in the model have a bed width of 0.8 meters, a side slope of 1 and a design water 460 

depth of 0.20, which yields a width at the design water level of 1.2 m. Fields at Las Capas are 461 

small, approximately 5 by 5 to 10 by 10 meters, and are bounded by berms circa 10-15 cm 462 

high (J. Vint, pers. comm.). In the model, fields are modeled with dimensions 10 by 15 meters 463 

(each representing several smaller fields) with a design water depth of 10 cm. Several water 464 

control scenarios were tested, after confirming that without control water availability in the 465 

downstream areas of the system – both in the feeder as along laterals – would be insufficient 466 

to reach the required 10 cm of water depth on every field. Controls were modeled as weirs of 467 

1 meter width that could be opened or closed depending on the control action.  468 

What type of control structures were used to manipulate flows in such irrigation systems is 469 

actually still a question. One would expect that structures of mud and wood would have been 470 

used, and these materials leave few archaeological traces. Today, only a few partially 471 

preserved control gates have been encountered in the Hohokam world and their systematic 472 

use has not yet been proven. A purpose of our study is to understand how such features could 473 

have been used in the first place, and what advantages they would offer.  The same remark 474 

can be made for the social organization of irrigation. This issue is actually germane to our 475 

main point for this section: although evidence is available on the general Hohokam society, 476 

the details of its water management are unknown, and we hope to apprehend it better by 477 

understanding the constraints of the physical system, which is what we are modeling. Our 478 

modeling is obviously based on archaeological evidence, but also points out the need to 479 

search for other types of archaeological evidence (including control structures). 480 

Typically, a control action was defined as “move the weir once in the target field a water 481 

depth of 10 cm is reached”. Control could be on three levels: 482 
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• Feeder level (A in figure 10): all the water moves to the lateral, and only if all fields 483 

along the lateral have water depths of 10 cm is water allowed to flow along the feeder to 484 

the next lateral. 485 

• Lateral level (B in figure 10): all the water moves to one field along the lateral, and only 486 

if that field has a water depth of 10 cm is water allowed to flow along the lateral to the 487 

next field. 488 

• Field level (C in figure 10): fields are closed once a water depth of 10 cm is reached. 489 

Control actions were tested on their own and in combinations. Six scenarios were tested, with 490 

five (tables 1 and 2) starting irrigation upstream in the system working their way down. One 491 

scenario (table 3) starts irrigating downstream and moves up. The model checked target levels 492 

every four minutes, representing expected continuous interaction between irrigators within a 493 

small area. Each control scenario was tested with two inflow scenarios. In the first, an 494 

upstream boundary condition is imposed with a constant flow depth of 20 cm; this constant 495 

water depth represents an average inflow of 20 to 25 liters per second. In the second, 496 

fluctuating inflow is specified as an upstream boundary of changing water levels in random 497 

order; this order is the same for all scenarios. 498 

The results per scenario were expressed in the time of arrival of water at the most downstream 499 

field for each lateral in hours (Tables 1 to 3). For those scenarios that fields could be closed 500 

after reaching the target water depth of 10 cm, arrival and closing times per field were taken. 501 

Assuming a constant inflow of 20 liters per second and a volume to be covered with 10 cm of 502 

water everywhere in the fields, total irrigation time (calculated simply by taking the total 503 

volume of water needed and dividing this by the delivery rate of 20 liters per second) would 504 

be a little less than 6 hours. Including the volume required to fill the canals as well adds 505 

another hour to the irrigation time. Therefore a total irrigation time of some 7 hours for the 28 506 

fields is a useful baseline. When irrigation times become longer – as in many of our 507 

simulations – the total volume delivered to the system as a whole becomes higher – part of it 508 

leaves the canals as drainage water – suggesting that keeping irrigation time to a minimum 509 

improves effectiveness of water use. However, within larger irrigated areas, benefits of time 510 

and volume saving on smaller scales are closely related to larger scale dynamics – an issue we 511 

will return to below. 512 

The modeling setup was obviously very basic and we should not draw anything more than 513 

preliminary conclusions based on a comparison between the scenarios, but nevertheless some 514 
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first remarks can be made upon which directions for further study can be defined. First, a 515 

baseline order of magnitude calculation is in order. Tables 1, 2 and 3 show that when applying 516 

control, total irrigation times for these 28 fields were on the order of 6 hours. The results also 517 

suggest that fluctuations in inflow appear to have a large impact on total irrigation time and 518 

can bring total time up to almost 10 hours. This suggests that one needs to be able to position 519 

a small-scale system like this within its larger spatial context. An issue to study further would 520 

be whether in systems like these fluctuations – if present – were caused mainly by changing 521 

natural inflows or by human agency elsewhere in the irrigated area. 522 

The three scenarios controlling water flows on canal level only (table 1) do not yield very 523 

different results. All three controls – on feeder, lateral or both – need something like six hours 524 

with steady inflow and some three hours more with fluctuating inflow. However, control in 525 

the canals combined with control of fields (table 2) results in some different results. Both 526 

scenarios in this category keep irrigation times for steady and fluctuating inflow more or less 527 

stable. However, full control of flows – water is only allowed to flow to a next field and/or 528 

canal once a field has reached target water level – appears to result in larger irrigation times 529 

compared to a control scenario where only inflow into laterals and fields is controlled. An 530 

explanation may be that with full control it takes time for the water to reach enough head. 531 

These results may indicate that it is favorable in terms of irrigation times to irrigate a field and 532 

bring water further downstream even when a field upstream has not reached its target level 533 

yet. If this is correct – and not a creation of the modeling setup too much – the hydraulic 534 

characteristics of the control scenario may ease the need for full coordination between fields 535 

and irrigators. It is also an indication that the canals are large compared to the fields.  536 

In some irrigation systems, the order of irrigation is occasionally turned around from the 537 

natural preferential situation of gravity in the sense that downstream users are allowed to 538 

irrigate first before upstream users can do so. Our downstream-first scenario shows no clear 539 

differences from the upstream scenario. Irrigation times with fluctuations are actually much 540 

longer. On this scale, the order of irrigation seems to have less impact than the type of water 541 

control that is applied. Although these first results are preliminary, they indicate that 542 

coordination between laterals in terms of when to open and close them combined with 543 

individual decisions when to close fields after reaching a target water depth may have been 544 

the control scenario with higher benefits in terms of stability and lower demands in terms of 545 

coordinating actions required. Obviously, our simulation of 28 fields is a simplification of the 546 

archaeologically attested example with its more than 1,000 fields. Nevertheless, we clearly 547 
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show lower delivery times and greater stability under certain control scenarios. We cannot be 548 

certain that these differences in irrigation delivery times between scenarios would have 549 

translated into markedly different societal/individual benefits in our specific case, as we have 550 

not done this analysis yet. Such analysis would require using all the data sets we discussed in 551 

the paper. However, comparing our findings with irrigation systems in general suggests that it 552 

is beneficial to have stability and lower demands in terms of coordinating actions. 553 

 554 

6 The Long and the Short: Which View to Choose? 555 

The three views given here – long-term climatic reconstruction; middle-term pattern of canal 556 

construction, use, repair, and abandonment; and the short-term interplay of canal operation 557 

and management – are separate examples from times and places that are close to one another 558 

but cannot be fully integrated; we offer them instead as examples of the pictures of irrigation 559 

that archaeological studies can give. Our point, however, is that these three views, are not – 560 

and indeed cannot be – incompatible: in the real progress of events they all played out 561 

simultaneously. The daily management of fields was conducted within the larger context of 562 

which canals were operational, which were in need of repair, which had been abandoned but 563 

could be reused, and whether new canals were needed. This, in turn, played out against a 564 

longer backdrop of shifting water supply: solutions that made sense when wet years were rare 565 

might be less useful when wet years were more common, and the search for the best solution 566 

meant chasing nature’s moving target. All of these components are revealed through 567 

archaeological means; the picture is broken and incomplete across time and space, but as 568 

more data are acquired and organized it fills in and sharpens. 569 

Our question here is whether the modeling effort can select the appropriate scale at which to 570 

approach the dynamics under study. Murphy (2009) has shown that a simple interaction 571 

between upstream and downstream field systems both drawing from a single water source can 572 

lead to complex dynamics that, in turn, might be deeply shaped by water supply, and thus be 573 

markedly different in wet vs. dry years; this kind of game in turn would have impacted the 574 

way that the fields were fed, changing the hydraulic dynamics, which would presumably have 575 

impacted the social dynamics among the field managers. If, as the simulations described here 576 

show, different patterns of filling fields lead to different efficiencies, then the negotiations of 577 

how the fields were watered- the perennial questions of who gets the water when- would have 578 
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been affected as well. The middle-term shifts in infrastructure would have meant that no 579 

solution would have served permanently. 580 

This integrated picture argues for a modeling effort that begins with the input data provided 581 

by medium- and long-term views, but that specifically uses these to address the small-scale: 582 

the formal and informal institutions that we believed would have maintained these systems 583 

would have grown out of the shifting dynamics at the tightest scales. Our modeling must 584 

capture this. From this we can hope to apply the lessons gained from the long-term 585 

archaeological record to the present, where the day-to-day scale is, of course, far more salient. 586 

With the objective of better understanding human agency through modeling, this paper puts 587 

forward the relevance of combining hydrological, geographical, archaeological, and social 588 

studies when studying water systems. Human agency articulates itself around short-term 589 

socio-environmental dynamics as agents and networks continuously interact. Similar concepts 590 

related to the co-evolution of humans and their environment has been developed by other 591 

disciplines and the importance of pluri-disciplinary approaches is not new. However, crossing 592 

disciplinary and methodological barriers is not easy. On the other hand, the rapid 593 

development of agent-based modeling, which aims to understand human behaviors, opens 594 

new research perspectives and requires inter-disciplinarity. Because we argue that models rely 595 

on a bottom up principle, they need to be supplied and validated by observed data from 596 

various fields of research. Therefore, data on irrigation management, hydrology and high 597 

resolution soil data will provide a relevant basis for modeling.  598 

This type of socio-hydrology recognizes that organisms like humans change their 599 

environment; the famous beavers build dams, termites build huge mounds. On its own turn, 600 

environment changes organisms; selective pressures from an environment have an influence 601 

on survival strategies of those living within that environment (Nelson et al 2010). Such a 602 

process of niche construction (Kendall et al 2011) includes the bidirectional nature of 603 

interactions between material environment and social arrangements, in order to capture how 604 

humans change their environment, and how subsequent environmental changes alter societal 605 

functioning. This calls for much more studies providing empirical evidence for co-evolving 606 

social/economic and environmental systems – e.g. studies that take a historical or 607 

archaeological approach, or use social science methods to assess how communities/societies 608 

create and respond to environmental change.  609 

The full approach that we envision, one that places agent-based models in simulations that 610 

can integrate data from a range of disparate sources and explore alternatives at a range of 611 
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scale, is not yet developed. The software, and the scientific strategy for using such software, 612 

remain possibilities but are not yet complete. Our concern is that traditional approaches to 613 

modeling human social action in social-ecological contexts avoid the central issues of human 614 

agency; our hope is that future examples will build on the position here, and the goal of 615 

understanding how human agency shapes relationships and institutions in contexts such as 616 

irrigation will soon be within our reach.  617 

 618 
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Figures 746 

 747 

Figure 1 Location of sites in Arizona for which tree-ring chronology is available 748 

 749 

Figure 2 Statistical analysis on tree sites between observed and reconstructed temperatures 750 

and precipitation, as well as observed data between tree sites and study area (data sources: 751 

NOAA) 752 
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 753 

Figure 3 Statistical validation of reconstructed temperatures based on the correlation between 754 

simulated and observed temperatures 755 

 756 

Figure 4 Validation of simulated precipitation series suing month-distribution percentage 757 
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 758 

Figure 5 – a) Irrigation systems along the Lower Salt River valley (Phoenix, Arizona) with 759 

location of Cashion site, b) Zoom on the spatial extension of the archaeological project with 760 

Canal System 12 and the four trenches dug perpendicular to the canals alignment (Google 761 

Earth, 2013), c) Photograph of the west profile of the upper and last canal in use. Note the 762 

stratigraphic unconformity that indicates a cleaning episode.  763 

 764 
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Figure 6 Stratigraphic profile of Canal System 12 (Trench 1), chronology, and location of the 765 

soil micromorphological samples.CS12 was dug in an old channel and most of the sediments 766 

filling the three structures are laminated silts and sands, intertwined with slopewash deposits 767 

indicating rhythmic flow and temporary abandonment.  768 

 769 

Figure 7 Microphotographs of some short-term environmental and anthropic features 770 

identified in Canal System 12. PPL: Plane polarized light, XPL: Crossed polarized light, IL: 771 

Incident light. a) Graded silts rich in charcoal (IL); b) Transversal cross-cut of the stem of a 772 

characae (XPL) ; c) Mixed flaky burnt organic matter with particles of micrite calcium 773 

carbonate (ashes) indicating in situ burning (XPL); d) Collapsed structure as a results of moist 774 

conditions / vughy structure (PPL); e) Weakly-sorted deposits composed of sand and rounded 775 

soil aggregates indicating erosional processes; f) Soil aggregates and the lack of soil 776 

development  777 
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 778 

Figure 8 Impressions of the site of Las Capas. Top: overview; middle: areal overview; 779 

bottom: detail of fields. Photos by Henry D. Wallace, Desert Archaeology, Inc. 780 
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 781 

Figure 9 The irrigation system (blue lines = canals; scale = 70m; ; image courtesy of Desert 782 

Archaeology, Inc.) 783 

 784 

Figure 10 Schematic of the model, with one feeder canal, 7 laterals and 28 fields (A, B and C 785 

are explained in the text) 786 

787 
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Table 1. Model results for control scenarios in canal system: water arriving at laterals after x 788 

hrs.minutes 789 

 790 

Lateral 
Feeder (A) 

Feeder + lateral (A and 
B) 

Lateral (B) 

Steady Fluctuating Steady Fluctuating Steady Fluctuating 
1 0.23 0.46 0.42 1.46 0.43 1.51 
2 0.35 1.53 1.10 2.10 1.18 2.10 
3 1.09 2.10 1.51 5.15 2.19 5.30 
4 2.15 3.00 2.49 5.39 3.19 6.22 
5 3.14 6.18 3.48 7.15 4.15 7.11 
6 4.25 7.20 4.55 8.07 5.01 7.59 
7 5.40 8.40 6.19 9.35 5.37 8.36 

 791 

Table 2. Model results for field control scenarios: water arriving at laterals after x hrs.minutes 792 

 793 

Lateral 
Feeder + field (A and C) Full (A, B and C) 

Steady Fluctuating Steady Fluctuating 
Start End Start End Start End Start End 

1 0.21 0.54 0.42 0.57 0.45 1.45 1.38 1.49 
2 0.34 1.21 1.06 1.25 1.50 3.17 2.06 3.12 
3 1.04 1.53 1.43 2.05 2.06 5.05 4.54 5.17 
4 1.48 2.37 2.27 2.49 2.41 5.21 5.23 5.49 
5 2.33 3.25 3.23 3.49 5.39 6.29 6.15 6.41 
6 3.22 4.17 3.59 4.29 6.15 7.09 7.11 7.37 
7 4.17 5.09 4.48 5.13 7.17 8.09 7.59 8.21 

 794 

Table 3. Model results for downstream control scenarios: water arriving at laterals after x 795 

hrs.minutes 796 

 797 

Lateral 
Downstream Feeder 

Steady Fluctuating 
Start End Start End 

1 5.27 5.45 8.07 8.29 
2 4.50 5.13 7.40 8.09 
3 4.08 4.33 7.11 7.37 
4 3.26 3.49 6.30 6.53 
5 2.35 3.05 5.39 6.09 
6 1.45 2.13 4.04 5.17 
7 0.39 1.21 1.33 3.17 

 798 


