Interactive comment on “A statistical approach for rain class evaluation using Meteosat
Second Generation-Spinning Enhanced Visible and IrdRed Imager observations” by E.
Ricciardelli et al.

Anonymous Referee #1

This paper presents a new technique (RainCEIV)lassdy cloudy scenarios in terms of rain
categories by exploiting the MSG-SEVIRI spectraamhels. The final purpose is to provide an
operational tool for continuous rainfall event ntoning (convective and stratiform), which takes
advantage of the high spatial and temporal resmiudf geostationary VIS and IR data in spectral
and textural tests. The algorithm is composed ly mwodules, a cloud classification algorithm to
identify clear and cloudy pixels (taking into acobuifferent cloud categories), and a second
module for the delineation of the raining areasoating to three rainfall intensity classes. The
training processes of the two modules are presdatgther with the validation results for selected
case studies.

General comments In my opinion the manuscript n@edsep revision to improve the description
of the algorithm, which sometimes is not so shdrfha expense of the correct comprehension of
the text. In particular section 3.2 and sub-sestisimould be improved because they represent the
core of this work and | have some specific requast¥/or suggestions with respect to this part.
Authors should better emphasise the novelty anch siaéngths of their methodology with respect
to similar products. Also the Conclusions sectisnn my opinion incomplete because it simply
summarizes the results from the validation bubi&ginot provide any perspectives about the future
work. From the validation some abilities of the althm in discriminating raining from non-
raining pixels are apparent with a tendency tooverestimation of precipitating areas, but theee ar
problems with the precipitation class attributiespecially with C2 class. | think that the authors
should include in the conclusions how you will pred to improve the performances of your
algorithm.

Moreover | suggest to the authors a general ravigidnglish.

Author Comment (A.C.):

We would like to thank the referee for the detaidentl useful comments on our paper. We accept
all the suggestions as specified in our resporstgetspecific comments included in this document.
The abstract and the introduction are modified ideo to explain the utility of the RainCEIV
technique better. The RainCEIV main purpose isuggpl/ a continuous monitoring of convective
and stratiform rainfall events without using anyneesal-time ancillary data. Its novelty is the use
of the temporal differences of the brightness tenaipees related to the SEVIRI water vapour
channels that are indicative of the atmospherealnigty and, as a consequence, give useful
information for the detection of rainy areas.

The validation section has been updated by enlgrtia validation dataset, in the attempt both to
analyse more night-time scenes and increase thdemaof the test samples belonging to the C
class (both for daytime and night time). The resesnto the specific comments 11 and 12 give a
more in-depth explanation of how the validationedat has been revised.

The conclusions have been extended and modifigdeohasis of the updated statistical scores.

1.Specific comments 1. Page 13675 lines 5-13 Taedald technique by Turk et al.(1999) was also
implemented among the precipitation products of $latellite Application Facility on Support to
Operational Hydrology and Water Management (H-SA®Jgnai et al., NHESS, 13, 1959-1981,
2013).

A.C.:

Agreed. A sentence has been added to specifylibablended technique by Turk et al. (1999) is
implemented among the precipitation products of A+S
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2. Page 13676 lines 23-25 Some information abousM&ellites is wrong. MSG-1 was launched
in August 2002 and MSG-4 is planned for launchG@2 | do not understand the sentence “MSG-
2 was designated as the first satellite on 11 Af7.”"Now the prime operational geostationary
satellite is MSG-3 since January 2013, while MS@afia are available since January 2004.

A.C.

Thank you very much for the correction. The sergammw reads:

“SEVIRI is the main payload on board the MSG seroesnposed of MSG-1 (Meteosat 8), MSG-2
(Meteosat 9), MSG-3 (Meteosat 10), and future MS@Adteosat 11), planned for launch in 2014.”

3. Page 13679 lines 6-25 “The training dataset uisetle previous version of MACSP has been
updated in order to get a better distinction of cfeidy classes.” | think that it is better at letis
include a reference to Table 5 of Ricciardellile{2008) to have an idea of the previous versibn o
the training data set, and then some further detaé needed about this new version of the training
data set. | understand that the C_MACSP modulereefrom a previous work (Ricciardelli et al.,
2008), but nevertheless | think that a short dpion of the methodology and in particular of the
used spectral features are necessary.

A.C.

Agreed. Section3.1- Cloud classification algorithm descriptiori has been modified following
your suggestion and it now reads as:

3.1“Cloud classification algorithm description

The cloud Mask Coupling of Statistical and Physio&thods algorithm - MACSP (Ricciardelli et
al., 2008) - is used for distinguishingoudy from non-cloudy pixels. The version used for
RainCEIV purposes is called C_MACSP, which starmtscfoud Classification Mask Coupling of
Statistical and Physical methods. The current garsias been updated to give information about
the cloud class and in particular to split the MACSigh cloud in the high optically thinandhigh
optically thickcloud classes. Furthermore, tbenvective cloualass has been added, not just for
module Il but also to individuate the possible agcence of extreme events. A pixel can be
classified in 5 different classes considered botér dand and seaclear, low/middle cloud high
optically thin cloud high optically thick cloudand convective cloudin detail, the C_MACSP
physical algorithm uses the same physical threstedts as the MACSP earlier version with the
addition of a new threshold test involving the elifnce between the brightness temperature of the
SEVIRI water vapour channel centred atpr2and of the SEVIRI window channel centred at
10.8um, AT B¢ zym-10.8um- 1his difference is very small for convective dioas asserted by Mosher
(2001, 2002) in the Global Convective Diagnostiprapch. The C_MACSP statistical algorithm
considers in input the same spectral and texteaufes described and listed in section 3.2.1 and
table 4, respectively, of Ricciardelli et al. (200But the training dataset has been updated ierord
to build the training samples for tlsenvective cloudlass. The training samples were collected in
the Mediterranean basin, where RainCEIV operatks.cloud classification for the training dataset
has been made through a careful visual inspectidheo SEVIRI images. The clear and cloudy
pixels have been selected manually after obserthagspectral characteristics in SEVIRI IR/VIS
images as well as in their RGB composition, a uspfactice for distinguishing cloudy classes
(Lensky and Rosenfeld, 2008). In order to colldwt training samples for theonvective cloud
class, the cloudy SEVIRI pixels have been matchild the corresponding PEMW-RR and radar-
derived RR values, if available. The collocationgass both of the radar-derived RR values and the
PEMW-RR values in the SEVIRI grid is described etton 2. The SEVIRI pixel is considered for
the training when:



* both the RADARINSEVIRI pixel and PEMWINnSEVIRI pixale available and the relation:
(RADARINSEVIRIv >4mmxHh?).and.(PEMWInSEVIRIz4mmxh?) is satisfied;

* both the RADARINSEVIRI pixel and PEMWINnSEVIRI pixale available and the relation:
(RADARINSEVIRIV>4mmxh').and.(PEMWInSEVIRIv<4mmxF) is satisfied and the
percentage of the rainy RS samples is higher tBéf; 8

* only the PEMWINSEVIRI pixel is available (the AMSBIMHS observation is outside the
area covered by the Radar Network) and the relaRBEMWInSEVIRN>4mmxh') is
satisfied,;

When both the RADARINSEVIRI pixel and the PEMWInSIRV pixel are available and the
relations at points 2 and 3 are not satisfied, 388/IRI pixel is not considered for the initial
training dataset. The SEVIRI images listed in tablef Ricciardelli et al (2008) and in particular
the ones used for the training of the Mediterranieasin (enclosed in the areas B, C, and G of
Figure 3 of Ricciardelli et al (2008)) have beerdigor the training of C_MACSP. The SEVIRI
images used for the training are those acquired%8eptember 2009 at 16:57 UTC, on 1 October
2009 (at 05:12 UTC, at 08:27 UTC, and at 15:57 UTa) 04 March 2010 (at 14:27 UTC, 15:57
UTC, and at 20:12 UTC), on 28 April 2010 (at 1212¥C and 15:43 UTC), on 4 August 2010 (at
10:43 UTC and 15:12 UTC), on 2 February 2010 ab22JTC, on 8 January 2010 at 13:57 UTC,
on 1 October 2009 (at 05:13 UTC and 19:13 UTC). precedure described in Appendix A has
been applied in order to refine the training ddtdse eliminating the redundant as well as the
misclassified samples. For RainCEIV purposes, thRISCSP screening is useful to:

* reduce the number of the input pixels to the RaiMClENNM classifier by removing the
pixels classified aslear andhigh thin cloud

» define the components of the feature vector intinipithe RainCEIV classifier (as will be
described in the following sub-section. The commisechosen for each cloud class are
shown in Tables 5 and 6).”

In this paragraph is presented also the validatiothe C_MACSP module but without comments
about the related statistical scores. These seweeshown in Table 1, which was never cited in the
text.

A.C.:

In the previous version of the manuscript, Tablgak related to Section 3.1 and listed the accuracy
scores for cloud and clear classes. We consideffecc@ number of test samples for each cloud
class and for the clear class, making no distindtietween the samples acquired during night-time
and those acquired during daytime.

In the revised version, the accuracy has beenrdeted for each C_MACSP class for night-time
and daytime samples, separately. Moreover, a ndwsaction of Section 4 has been added,
dedicated to the discussion of the validation ofMBCSP. As a consequence, Section 4
“Validation results” presents now two sub-sectiéh. C_MACSP validation results” and “4.2
RainCEIV validation results”) and Table 1 is renanable 7:

4.1 C_MACSP validation results

The validity of the C_MACSP algorithm has beendddty applying it to an independent dataset of
which each class is made 300 samples taken fronSENERI images acquired on 12 November
2010 at 11:27 UTC, 22 November 2010 at 09:27 UT@ @nl11:43 UTC, 5 May 2012 at 20:27
UTC, 19 May 2012 at 10:57 UTC, 23 July 2012 at T0:XC, 5 December 2012 at 08:43 UTC, 19
September 2009 at 19:13 UTC, 6 July 2010 at 11PC dnd 12:27 UTC, 4 August 2010 at 14:27
UTC, 26 December 2013 at 04:57 UTC, 8 October 241188:57 UTC, 7 October 2013 at 00:57
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UTC and 20 January 2014 at 11:57 UTC. The validdtias been carried out separately for samples
acquired during night-time and daytime by compatimg C_MACSP classification results and the

samples manually collected from the independersaisgatimages. The manual classification has
been made through a careful observation of the RERIGB composition so as to get the same

number of samples for each class. The convectimadctlassification results have been validated
considering the RR maps derived both from the werathdar network and the PEMW rain rate

maps. The latter have been used for the areas wadae information is missing. The accuracy

(defined as the ratio between the number of the demples classified correctly and the total

number of the test samples) has been determineéaitn class and Table 7 shows the results
obtained. On the basis of the samples examinesd,pbssible to assert that C_MACSP is able to
classify high thick clouds as well as convectiveuds, both over land and sea during daytime and
night-time, with an accuracy higher than 95%. MeeFoit shows an accuracy higher than 91% in
detecting low/middle clouds both during daytime amdht-time over land and over sea. The

accuracy in detecting high thin class over sea7i$%® during daytime and night-time, and it is

slight lower over land both during daytime (85%d amght-time (84%).”

Table 7. Accuracy of the C_MACSP algorithm on aejpendent dataset

Classes Classification accuracy Classification accuracy
(for test samples acquired durip¢for test dataset acquired during
daytime) night-time)

Clear over land 95.0 % 95.0 %

Clear over sea 96.7 % 96.7 %

Low/middle clouds over land| 91.6 % 91.0 %

Low/middle clouds over sea| 92.6 % 91.3%

High thin clouds over land 85.0 % 84.0 %

High thin clouds over sea 87.6 % 87.6 %

High thick clouds over land 98.3 % 97.3%

High thick clouds over sea 99.0 % 99.0 %

Convective clouds over land| 96.0 % 96.7 %

Convective clouds over sea 96.7 % 96.7 %

4. Page 13680 lines 12-16 This comment concernsaih&ll intensity classes. In my opinion the
non-rainy class should range from 0 to 0.1 or Orf m1 because estimates of so light rainfall
intensities (< 0.1 or 0.5 mm h-1) can be very uabd and it could be safer to include them in the
non-rainy class. Could you, please, comment on.
A.C.
In agreement with your suggestion, the definitibthe G and G class (line 13 on page 13680) has
been modified as follows:

1. Non-rainy (rain rate <0.5mzh™) (Cp)

2. Light-to-moderate rain (OBain rate4dmmxh?) (C,)

and, consequently, in the validation against ratdmived rain rate values the number of the non-
rainy pixels as well as that of the light-to-modereainy pixel has been updated. The training ef th
non-rainy and of thelight-to-moderate-rainyclass has been reconsidered on the basis of the
modified RR range related to these classes.

5. Page 13680 line 18 “. . . determines the me&revdmin(x,Ci )" and also the eq.(1). | think that
dmin should be replaced by dmean.
A.C.



Ok, done. Thank you for spotting this typo.

6. Page 13681 line 21 “In fact, in stratiform cleutle precipitation processes are strongly relaed
the microphysical structure of the cloud top amdparticular, rain rate confidence is high for cou
top with large cloud droplets or in presence ofliemsky and Rosenfeld, 1997).” This is true not
only for stratiform clouds but for all precipitagjnclouds. Thus considering spectral channels
connected with cloud microphysical properties aidw identify raining clouds also in presence of
“warm” clouds, when tests based only on IR brightnmperatures are not successful.

A.C.:

Thank you for the correction. Taking into accouatiycorrection and the suggestion of the other
referees, sub-section 3.2.1, from line 12 on p&§s81 to line 24 on page 13681, has been modified
as follows:

“All the spectral and textural features defined tloe IR/VIS SEVIRI images acquired at 0.6 pum,
0.8 pm, 1.6 pm, 3.9 pym, 6.2 pym, 7.3 pm, 10.8 pnd, Bh pm were initially considered as
components of the feature veciarSome of the above-listed spectral channels arallysutilized

to infer information on cloud-top microphysical pesties. In particular, the observations acquired
at 10.8 um and 12.0 um are used to provide infoomatn cloud top temperature and cloud optical
thickness, the observations at 0.6 um are also tosget information about cloud optical thickness,
while the 3.9 um and 1.6 um observations are used to infer information on tileud
thermodynamic phase and cloud drop size distributithe precipitation processes are strongly
related to the cloud-top microphysical structure,an particular, the rain rate confidence is high
for cloud tops with large cloud droplets or in theesence of ice (Lensky and Rosenfeld, 1997).
Consequently, in this study the use of featuresréldrfrom spectral channels connected with cloud
microphysical properties could allow the identifioa of raining clouds.”

7. Page 13682 line 15 | do not understand wherkisieger criterion (eq. 6) is really applied in the
K-NNM module to reduce the number of elements enfdature vectors, because in section 3.2.2 it
seems to me that you do not use this criterionwjoel describe the methodology to determine the
dimension d of the feature vectors. Improve thecdeon of this part and all sub-section 3.2.2.
(especially the procedure to determine the bestegabf d and k).

A.C.

In order to elucidate the use of the Fisher cotein determining the features to be included & th
feature vector, sub-section 3.2.1 has been modifiegarticular, the description of the Fisher
criterion has been moved from sub-section 3.2.théoAppendix A (reported at the end of this
document for convenience). The sentence from ltherl page 13682 to line 7 on page 13683 has
been modified as follows:

“For this purpose, the Fisher distance criteriobgf, 1987; Parikh, 1977), described in Appendix
A, has been applied in order to evaluate the disnatory power of the individual features. The
Fisher distance has been determined for the fatigwbmbinations:@,, C,); (Cy, C,); (Cy, Cy). The
features have been ordered in a descending wakeobasis of the correspondent Fisher distance
value, so that the features characterized by higlstrer distances have been chosen as components
of the feature vector. The definitive values of thature vector componentdsand the RainCEIV k-
NNM classifierk parameter have been determined as described folking sub-section.”

Moreover, in order to clarify how the training deg¢éhas been carried out, how the process to refine
the training dataset works and how the best vdlued and k are chosen sub-section 3.2.2 has been
modified as follows:

“The training dataset has been built by couplingudly SEVIRI pixels with the corresponding RR
value obtained by the PEMW algorithm and, whereillabke, with the radar-derived RR values.
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When no radar-derived RR value is available (bexdbe AMSU-B/MHS observation is outside
the area covered by the Radar Network) the SEVIRdIps classified as belonging to one of the
classes CO, C1, and C2 on the basis of the comdspp PEMWINSEVIRIv and it is included in the
initial training dataset. When the RADARINSEVIRIws iavailable and agrees with the
PEMWINSEVIRI in determining the rainy/non-rainy stathe SEVIRI pixel belongs to, this is
included in the initial training dataset. Otherwisevhen the RADARINSEVIRIV and
PEMWINSEVIRIv do not agree, the SEVIRI pixel is lided in the initial training dataset only if
the correspondent RADARINSEVIRI pixel belongs toamy class ¢ or G, and the percentage of
the rainy RS is higher than 80%. This choice isyweseful for the training of the rainy events
localized over an area smaller than the AMSU-B/MH3V area. The training samples have been
considered separately for land and sea, and groopede basis of the Solar Zenith Angle (SZA)
rangesFinally, in order to refine the training dataség process described in Appendix A has been
applied to the initial training dataset. The availity of the SEVIRI samples double matched with
PEMW and radar-derived RR values is useful bothtler mitigation of uncertainty due to the
collocation process and the refinement of the pabtraining dataset especially for the removal of
the misclassified samples. Successively, in ordatecide the best values fdrandk, a set of test
samples have been classified by varyth@nd k combinations. Moreover, an artificial dataset,
smoother and more versatile than the initial orees heen obtained by applying the bootstrap
method (described by Hamamoto et al. (1997)) tarhil test samples. In order to make a more
robust choice fod andk, the sameal andk combinations chosen for the classification of ithigal

test dataset have been used to classify the atifiataset. The best choice dfandk has been
made by comparing the statistical scores obtaiyaddssifying the two dataset separately.

Let Y = {(¥;, C;)} be the independent test dataset built by examitia®EMW-RR values related
to the AMSU/MSH overpasses of 12 February 2012 BEB3UJTC, 12 November 2011 at
08:50UTC, 22 November 2010 at 09:34 UTC, 4 Augdiat 14:46 UTC, 26 April 2010 at 12:26
UTC, 01 October 2009 at 19:50UTC, 02 October 204086e00UTC. The pair§y;, C;) indicate the
test sample§; belonging to the class§;, j=1, 2, ..., N, N; is the number of the classes, i=1, 2,
....Ncj, Nejis the number of the test samples for the alass

The bootstrap samples for each class have beemmile¢el as follows:

1. the sampl€yy, C;) was selected,;
2. r was chosen equal tocpf# and ther nearest neighbours (NN) of the samig, C;)
(indicated as{(fzk,s, C]-)Szl,r}) were found. The Nearest Neighbour decision mslexplained
in Appendix A,
3. the i" component of the bootstrap sample was calculatexpplying the equation
byt == i1 Vhs (7)
to all the components of tl{e{ik,s, Cj)szl,r} For simplicity the generic¢"icomponent of the
(Yk,s» Cj)s=1 IS indicated agz,‘;,s without indicating the belonging clasg, @ the same way
byl is the " component of the bootstrap sammEk,Q) obtained by starting from the
sample(Fi, ;).
4. Points 2 and 3 were repeated for= Nc'j/S,NC'j/lo,NC'j/z—8,Nc'j/2—6,Nc’j/2—

N, ; )
41 C‘]/2_21

5. the process restarted from point 1 with anotherpdarand points 2, 3 and 4 were applied
until all the test samples were considered for eda$s.



A careful screening has been done to eliminaterédendantbootstrap samples. Théootstrap
samples and the initial test samples have beesifdasseparately by means of the k-NNM (using
the original training dataset). The statisticalresoobtained for the two datasets are quite similar
and they change in the same way varydr@ndk as can be noted in Tables 2, 3 and 4 that list the
statistical scores for k=3, d=10, d=16, d=20 (T&)lek=5, d=10, d=16, d=20 (Table 3); k=7; d=10,
d=16, d=20 (Table 4). Other combinationslandk have been investigated obtaining results worse
than the ones listed in tables 2, 3 and 4. In @aer, both for the original and artificial testtaset,

for k < 3,d < 10 the FAR related to the moderate class is highan #0% and POD is lower than
60%, while fork>7 the FAR for all the classes is higher than 44 the other statistical scores are
lower than those obtained for the otkeandd combinations. The statistical scores obtained by
classifying the initial and artificial samples agr@ suggesting k=5 and d=16 as the best choice of
the parameters for the k-NNM classifier. The feesuthosen as components of the feature véctor
related to daytime and night-time acquisition &tetl in Table 5 and Table 6, respectively.

In the revised manuscript Tables 3, 4 and 5 haee benamed Tables 2, 3 and 4

8. Page 13685 line 1-13 “The final bootstrap tragnset contains the bootstrap samples obtained for
r=Nj/4, Nj/5, Nj/10, Nj/2 -8, Nj/2 -6, Nj/2 -4, N¥ —=2.”. You try 7 values of the r parameter in the
construction of bootstrap samples, which is thelfiralue of r?

A.C.:

All the values listed for parameter were used in order to obtain an adilfieist- dataset smoother
and more versatile than the initial one. The ab®psrted updated version of sub-section 3.2.2
should give a more in-depth explanation of the &imap sample construction and of how the
parameter is used in the bootstrap method.

“The statistical scores obtained by classifying ltleetstrap samples...” | did not understand which
data were used as reference data set in the vahdaf the K-NNM results obtained for the
bootstrap data set. Specify this point in the text.

A.C.

We apologize for not being clear enough. To clattifg point, the test dataset in sub-section 3.2.2
is now described as follows:

“the independent test dataset built by examinirg REMW RR values related to AMSU-B/MSH
overpasses of 21 February 2013 at 13:10 UTC, 12uBep2012 at 01:35UTC, 12 November 2011
at 08:50UTC, 22 November 2010 at 09:34 UTC, 4 Au@@40 at 12:19 UTC and 14:46 UTC, 26
April 2010 at 12:26 UTC, 01 October 2009 at 19:5@J12 October 2009 at 05:00UTC, 29
September 2009 at 15:16 UTC".

Furthermore, the AMSU-B/MSH overpasses whose sanpée used to carry out the test dataset
are removed from Table 2. The test dataset hasdrdarged respect to the previous version, as can
be noted from the above-mentioned description.

9. Page 13685 line 15 The Table 6 caption is ndficeent to explain the Table content; in
particular the features are absolutely cryptic.

A.C.

Table 6 is now split into two tables: Tables 5 @&nlist the features to be used during daytime and
night-time, respectively. The captions of Tablearsl 6 have been re-written so to be clearer. A
description of Tables 5 and 6 is now added at tlieod sub-section 3.2.2 as follows:

“The features chosen as components of the feateceonx related to daytime and night-time
acquisition are listed in Table 5 and Table 6, eesigely. The features used over land and over sea
are the same, but in some cases they vary foréifteeloud classes, e.g. the max value of the ASM
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is very useful in order to determine the confidetica a low/middle cloud is precipitating, but its
discriminatory power is not so high as to indivitughe precipitating high thick clouds. On the
contrary, the minimum and maximum values of Entfoplean and Contrast give an useful
contribution in detecting botlight-to-moderate rainylassand heavy-to-very-heavy-rairyass for
all the cloudy classes.”

Table 5 Summary of the features considered for use in tam@EIV k-NNM classifier during
daytime. Label “A” means that the feature is usadall the C-MACSP classes; “LM” means that
the feature is used for the low/middle cloud cla$$7/C” means that the feature is used for the
high thick and convective cloud class.

Features MSG-SEVIRI spectral bandstif
VIS [VIS |NIR | IR IR IR IR IR
06 (08 |16 (39 (6.2 |73 10.8 | 12.0
Max Gray level A
Min Gray level A
Mean Gray level A
Max/Min(Gray level)
Max(Contrast 0°, 4590, 135) A
Max(Entropy 0°, 4% 9(f, 135) A
Max (Mean 0°, 4% 90, 135) A A
Max (ASM 0°, 48, 90, 135) LM
Min(Contrast 0°, 4% 90, 135) A
Min(Entropy 0°, 48 9, 135) A
Min (Mean 0°, 45 9, 135) A A
Min (ASM 0°, 45, 9C°, 135) A
ATB, s A |HTIC
ATByc_4e A | A
ATB3g_45




Table 6 Summary of the features considered for use in thm@EIV k-NNM classifier during
night-time. Label “A” means that the feature isdiger all the C-MACSP classes; “LM” means that
the feature is used for the low/middle cloud cld$4$7/C” means that the feature is used for the
high thick and convective cloud class.

MSG-SEVIRI spectral bandgufn)
Features IR IR IR IR IR
39 (6.2 |73 10.8 | 12.0
Max Gray level A
Min Gray level A A
Mean Gray level
Max/Min(Gray level)
Max(Contrast 0°, 459@, 135) A
Max(Entropy 0°, 4% 90, 135) | A
Max (Mean 0°, 4% 90, 135) A LM
Max (ASM 0°, 45, 9C, 135) | LM
Min(Contrast 0°, 4% 9¢, 135) HT/C
Min(Entropy 0°, 48 90°, 135) A
Min (Mean 0°, 45 9, 135) A A
Min (ASM 0°, 45, 9, 135) A
ATB,=_s0 A | HT/IC
ATByc_4e A |A
ATBay s A




10. Page 13685 line 16 The title of section 4 (¥ation and comparisons results) suggests that, in
addition to the validation results against DPC radén rates, the authors present comparisons
between their results and other similar produatsnfiother methodologies. But | do not see these
comparisons, so | think the title should be modifiyy removing “comparisons”.

A.C.

Thank you for the correction. Section 4 is now read “Validation results”.

11. Page 13687 lines 14-20 About the case stugpulstated: “The RainCEIV is able to detect
rainy samples with a POD of 85 %.” But there ifl stiremarkable overestimation (BIAS=1.91) of
the precipitating area, and moreover the statisticares get worse when you try the rainfall class
attribution with increasing FAR and Bias values aetreasing POD and HSS. So, please, add
some further comments.

A.C.

In the revised version the statistical scores edlab the RainCEIV validation carried out against
the RR radar-derived measurements have been updatak the cases study analyzed by applying
the following changes:

* reconsidering the collocation process for thes@mples, that is now described at the end of
section 2 as follows:

“For simplicity, the radar samples completely irgd into the SEVIRI pixels will be
denominated RS samples. The collocation proceseeofadar-derived RR measurements
into the SEVIRI grid consists in associating the s&nples to each SEVIRI pixel. If the
percentage of the rainy RS samples is higher tl0&f, 8he SEVIRI pixel is considered for
the validation and classified &ght-to-moderate-rainyor heavy-to-very-heavy-raingn the
basis of the RS-RR value average. In some casesR#RR value average is strongly
influenced by the lowest RR values of tight-to-moderate-rainyRS samples also if the
number of heavy-to-very-heavyainy RS samples is higher than that of thght-to-
moderate-rainyone. Because of this, when the percentage of¢lagy-to-very-heavy-rainy
RS samples is higher than 50% and it is higher thahof thelight-to-moderate-rainyRS
samples, the SEVIRI pixel is flagged lasavy-to-very-heavy-raimegardless of the RS-RR
value average. If the percentage of the non-rai8ysBmples is 100%, the SEVIRI pixel is
considered for the training and validation. In ttker cases, the SEVIRI pixel is flagged as
“uncertain” and not considered for the training aatidation purposes.”

» Handling the “uncertain” RADARINSEVIRI pixels coaty. In fact, in the previous version
the “uncertain” (that are the “dark-gray” pixelstime “radar-derived RR results” panels of
Figures 2, 3 and 4) were not defined and were wyoognsidered as non-rainy samples in
the validation process. The wrong inclusion of ‘thiecertain” RADARINSEVIRI pixels in
the validation process resulted in the high nunabéalse alarms.

* Updating and enlarging the training dataset orbtmas of the suggestion of the referee#2.

* Enlarging the validation dataset and determinirggdiatistical scores for daytime and night-
time samples separately.

* Changing the RR values ranges of tlom-rainy andlight-to-moderate-rainyclasses on the
basis of your suggestion (at point 4 of this docatnboth for the training and the validation
dataset.

» recalculating the RainCEIV results on the basithefupdated training dataset.

In the light of the above-listed updates/changeshld 1 (that lists the AMSU-B/MHS passes
considered for the training dataset) has been spdand sub-section 4.2 now presents the
following updates:

» Table 8 (that lists the cases study used for thidateon) has been updated,;
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* Table 9 (that sums up the contingency values fer RainCEIV dichotomous statistical
assessment) has been updated and related onky daytime validation dataset, while Table
10 has been added to sum up the contingency vadleted to the night-time validation
dataset;

« Table 11 (Table 9 in the previous version that shdle statistical scores for daytime
validation) has been updated and now shows statisicores for night-time and daytime
validation separately;

* Table 12 (Table 10 in the previous version), thetves the statistical scores related to |, Il
and lll cases study, has been updated:

» Figures 3, 4 and 5 (Figure 2, 3 and 4 in the previersion) have been updated.

In particular for the case study Il the updatedistiaal results are discussed approximately from
line 14 on page 13687 as follows:

“RainCEIV detects rainy samples with a POD of 83%0rgly related to the correct detection of the
C, samples. In detail, POD is 82% for the dass and 66% for the,Class resulting from the fact
that the number of misses related to thesl@ss is higher than that of the €ass. It is important to
note that 70% of the Cmisses is misclassified as belonging to theclass. Furthermore, the
number of the false alarms related to theclass is higher than that of the €ass and this leads to
a lower value both of FAR (38%) and BIAS (1.08)atel to the gclass with respect to that related
to the G class (FAR=56% and BIAS=1.86).”

“Also in this case, RainCEIV detects as rainy pixislat are no-rainy for the radar network (FAR is
0.27), but it is able to monitor the areas charartd by very heavy precipitation as well as by
moderate precipitation (POD is 0.62) both on th& east of Sicily and on Southern Calabria.” The
statistical score values reported in this senteloceot agree with the values in Table 10 for theeca
study Il (FAR=0.26 and POD=0.59 for C1,C2, FAR=D&nd POD=0.59 for C1, and FAR=0.93
and POD=0.03 for C2). In this case the algorithnderastimate the precipitating areas, and in
particular for the C2 class it seems that all gigaiing pixel identified by the algorithm are
actually non-precipitating (FAR=0.93), and almodt tue precipitating pixels are missed
(POD=0.03). Thus I think that it is not possiblestate that the algorithm is able to identify regio
characterized by heavy precipitation, at leasth@ case study.

A.C.
Also for this case study (lll), the dichotomoustistical scores have been updated by applying the
above-listed updates/changes. The discussion #fgtase study Il is modified as follows:

“The case study Il is related to the analysis featreme convective event characterized by very
heavy precipitations occurred on"2Eebruary 2013 on the east cost of Sicily whichseala flash
flood over Catania. The RainCEIV detects all theyareas with a POD of 87%, that becomes
50% when only the £samples are considered. The number of false alsringher for the €class
(FAR=37%) than for the L£class (FAR=24%), but while the;Gamples are overestimated,
RainCEIV missed the 50% of them (BIAS=0.67). Iteisident that RainCEIV is missing many
heavy-rainy samples, which should be due to thé he&gnporal variability of this rainy event.
Nevertheless, it is able to monitor the evolutidralb the rainy areas on the east cost of Sicilgt an
on Southern Calabria with a good approximation.”

12. Page 13688 lines 3-6 “Regarding the conveauants, the RainCEIV is a useful tool for the
study and characterization of the rainfall everttaracterized by short duration, high temporal
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variability, and small size area (of the orderled MSG-SEVIRI spatial resolution).” | think that it
is not possible to draw this kind of conclusiongtloa basis of the results obtained for the casiystu

I, statistical scores are not so good. Perhapscyold analyze other case studies of this type and
consider the average behavior of the algorithm.ifgle case study can penalize the algorithm
performances.

A.C.

The validation dataset has be enlarged by adding eheytime and night-time scenes and choosing
cases study characterized by more convective ebetitsfor daytime and night-time.

For the same reasons discussed in point 11, thistist@ scores related to the case study | (29
September 2009 at 13:00 UTC) have been corrected by

* removing the “uncertain” RADARINSEVIRI pixels frothe validation samples;

* considering asnon-rainy the RADARINSEVIRI and PEMWInSEVIRI pixels with

RR<0.5mmxH both for the training and the validation dataset;
» considering adight-to-moderate-rainjthe RADARINSEVIRI and PEMWINSEVIRI pixels
with RR>0.5mmxH" both for the training and the validation dataset;

* recalculating the RainCEIV results on the basithefupdated training dataset .
In particular, the number of the false alarms vafiem 9 to 5 for the Cclass and from 6 to 2 for
the G class, the number of the misses samples passaesfito 2 for the €class. Consequently,
the dichotomous statistical results have changetl the discussion about the case study I is
modified as follows:
“The case | was chosen because it highlights theGEV ability in detecting very small rainy
areas. On 29 September 2009 approximately at 13:00 UTC a vapydrand heavy rainfall event
affected a small area between the Basilicata ardb@a regions in Southern Italy. The accuracy
score is high (99%) due to the high occurrencehef rion-rainy pixels detected correctly. POD
shows that RainCEIV detects 67% of the rainy samptgrectly, while Bias and FAR scores reveal
the RainCEIV tendency to overestimate rainy samfiles FAR score is 47% and the Bias score is
1.25). In detail, the Bias score related to thel@ss (Bias=1.37) is higher than that relatedhéoG
class (Bias=1.00), on the contrary FAR relatecheo@ class (FAR=46%) is lower than that related
to the G class (FAR=50%). This means that there is an guenation of the heavy rainy area but
(C1inC,+CoinCy) and the number of the,@nisses is balanced with the number of theni@s. This
is not true for the Cclass that shows a higher number of hits than @dhdélhe G class, and this
results in a higher POD (75% and 50% for thea@d G class respectively). In remarking this
statistical results, it is worth noting that thewg aignificantly influenced by the low number bath
the G RADARINSEVIRI samples (4) and C1 RADARINSEVIRI spi@s (8). Moreover, the
temporal distance between the SEVIRI and RADAR &ttijons that is about 5 minutes can be
determinant in the detection of the rainy even@ratterized by a high variability. It is arguedttha
parts of the false alarms as well as the missedbrangght about by the collocation errors in the
SEVIRI grid.”

Technical corrections
1.Page 13674 lines 16 and 21 “Mamoudou and Gr@®€rl()” The correct citation is: Ba and
Gruber (2001). Please, correct also the referanteei bibliographyOk, done.

2. Page 13676 line 4 “-20_ W and 20_ E". Replath W20_ W and 20_ E"Ok, done
3. Page 13676 line 21 Pay attention to the namagairithm modules. From the Introduction the
name of the cloud classifier module is C_MACSP,MaICSP.Ok, done

4. Page 13678 line 2 Replace DCP with DP®, done.
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5. Page 13679 line 5 | think that the Table 2 citethis sentence is not the correct one. Table 2
contains the AMSU-B overpasses used to build thmitrg data set of the K-NNM module; |
expected a table with the MSG-SEVIRI features, Wlactually are displayed in Table®k, done.

6. Page 13862 line 6 “. . . largest variance actbesdesign set. . .” Is this the training dat& set
Replace design set with training data §et, done

7. Page 13682 line 13 Replace K-NN with K-NN®K, done.

8. Page 13683 line 25 AMSU-B observations usednf@iK-NNM training data set are displayed in
Table 2, not in Table 3k, it is right. Now table 2 is renamed Table 1.

9. Page 13684 line 13 The reference Efron (197%)wed included in the bibliography.

Considering that the sentence “Consequently bth@straptraining set obtained is smoother than
the one presented by Efron (1979)”, does not attdrnmation useful for the comprehension of the
bootstrap technique, we have removed this sentizaoe the new version of the manuscript. We
apologize for the confusion.

10. Page 13684 line 21 and eq.7 | do not undergtenchathematical notation used for the r nearest
neighbour vectors used in the bootstrap data settieection. In my opinion yrj,y(y=1,r) should be
replaced with ykj,z(z=1,...,r). bykj (line 25) sHdbe corrected, moreover specify the range of the
index i.

We apologize for the confusion. The descriptiontted bootstrap method and the mathematical
notation is now changed as described at the poaittilis document where the updated 3.2.2 sub-
section is shown

13. Page 13686 line 7 “The Bias score higher for.CReplace with “The higher Bias score...”.
Thank you for the correction.

14. Page 13686 lines 24-25 “The statistical scoa¢sulated for each case are listed in Table 111 (fo
all classes), Table 12 (for C1 class), and Tabléfa3C2 class).” In the manuscript there is only
Table 10, which summarizes the results for the ethcase studies, so correct the sentence
accordingly.Thank you for the correction.

15. Page 13687 line 4 The Bias value (1.67) iscootect according to Table 10, which reports a
Bias value of 1.64Thank you for the correction.

16. Page 13687 line 11 Replace “...larger tempadlspatial distribution” with “...larger temporal
and spatial extentOk, done. Thank you for the correction.

Appendix A. “Procedure adopted for the training setrefinement”

The RainCEIV and C_MACSP original training datasedse been refined by applying the same
procedure to the samples of each class.

The refinement process consists in using the Ne&teighbour decision rule described by Cover
and Hart (1967) in order to classify each samplehefinitial training classes. Here the aim of this
process is to eliminate the redundant and misdiedsiraining samples, which is similar to the
CNN rule described in Hart (1968) but the main s of CNN is to get a training subset
performing as well as the original one. Before tlescription of the refinement process, a brief
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description of the NN decision rule and of the Eishriterion (used to reduce the number of the
components of the feature vector) will be given.

Let To={(%;, C;)} be the original training dataset, where the pdis C;) indicate the training
samplesy; of the clas<;, j=1, 2, ..., N, N¢ is the number of the classes, i=1, 2, ¢;Njis the
number of the training samples for the cléssGiven a vectoly to be the classified, the NN rule
establishes tha§ belongs to the clas§; when the minimum distance is that from the trainin
samplex; that belongs to clagy, and ther¥; is the Nearest Neighbourgf

Before applying the RR decision rule, it is impattéo define the dimension of the feature vector.
In fact, since the k-NN classifier performance gatig decreases with the dimension of the feature
vector, the number of the component$) (of X has been reduced by applying the Fisher criterion
(Ebert, 1987; Parikh, 1977) to evaluate the disecratory power of the individual features and to
choose the features characterized by the highaeFdistance value. Le_}l andaji be the mean and
standard deviation of the featuré for the training set from clagg, thus the Fisher distance is
defined as:

_ g

Djji = =) (1)

It measures the ability of the featuré to differentiate clasg; from classCy. The features’x
within X, have been ordered in a decreasing way on the bésheD;j;, values and the firs
features have been chosen as the components fefdtfoee vectors used. The dimensibhas been
fixed by following the suggestions in Jain and Glrasekaran (1982), who point out that the ratio
between the number of the training samples for edabs and the feature vector dimenstbn
should be at least five.

The procedure to obtain the refined training ddtake starting from the original training dataset
To, CONSISts in:

1. Considering the'l pattern §;, C;) of T,
2. Applying the NN decision rule and determining tledldwing action on the basis of the
three possible classification results:
- the NN belongs to the initial belonging clagand the Euclidean distance is higher than
zero, consequently the sample is putin T
- The NN belongs to a different clas+ C;, consequently the sample is reanalyzed and
included in the NN class;
- the Euclidean distance from the NN is zero, thepdans considered redundant and it is
removed from Fand not included in, T
3. restarting from point 2 with another sample andly@pg the entire process until all the
training samples have been analyzed.
T, determined for each class is used as the defiritaning dataset.
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Interactive comment on “A statistical approach for rain class evaluation using Meteosat
Second Generation-Spinning Enhanced Visible and IndRed Imager observations” by E.
Ricciardelli et al.

Anonymous Referee #2

The authors propose a new algorithm for rainfatemsity classification with high spatial and
temporal resolution based on MSG SEVIRI. The tegphaiuses a k-nearest neighbor mean
classifier that is trained with rain rate from AM&$Jdata. Different spatial and spectral features
extracted from MSG SEVIRI channels are considerethe classification algorithm. | think the
manuscript needs some major revisions before | dvaedommend it for full publication.

The presentation of the different steps in secdishould be better structured and more precise.
The authors should elaborate more on deficiendiexisting retrieval techniques and the potential
benefit of the presented technique, especiallyhefrain intensity differentiation.

The training and validation dataset should be algdn

Author Comment (A.C.):

We would like to thank the referee for the detaded useful comments on our paper. We accepted
your suggestions in the revised manuscript, imprgwuihe structure of Section 3, extending the
training and validation datasets, and explainingmore detail the benefits of the presented
technique.

Specific comments are addressed below.

The title ". . . rain class evaluation . . .” issheiading. | suggest changing it to “. . . rain gy
differentiation . . .".

A.C.

Agreed. The title now reads:

“A statistical approach for rain intensity diffetetion using Meteosat Second Generation-Spinning
Enhanced Visible and InfraRed Imager observations”

The English should be revised.
Section 1:

The authors should focus more on the deficiendiexisting satellite-based techniques.

Why is the present study necessary? What woulchbeatlvantage in contrast to other existing
techniques?

A.C.:

The abstract and the introduction as well as eachomn of the paper has been improved in order to
explain the utility of the RainCEIV technique manedepth. In particular the abstract now reads:

“This study exploits the Meteosat Second Genera{ld$G)-Spinning Enhanced Visible and
Infrared Imager (SEVIRI) observations to evaludie tain class at high spatial and temporal
resolutions and, to this aim, proposes the RainsClgvaluation from Infrared and Visible
observation (RainCEIV) technique. RainCEIV is cosgab of two modules: a cloud classification
algorithm which characterizes and individuates ¢lueidy pixels, and a supervised classifier that
delineates the rainy areas according to the thaedatl intensity classes, thgon-rainy (rain rate
value<0.5 mmxH) class, thdight-to-moderate rairclass (0.5 mmxfxrain rate value<4 mmxH

and theheavyto-very-heavy rairclass (rain rate valzd mmxh'). The second modutonsiders in
input the spectral and textural features of theaneid and visible SEVIRI observations for the
cloudy pixels detected by the first module. It als®s the temporal differences of the brightness
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temperatures related to the SEVIRI water vapoungéks indicative of the atmospheric instability
strongly related to the occurrence of rainfall égen

The rainfall rates used in the training phase drained through the Precipitation Estimation at
Microwave frequencies, PEMW (an algorithm for ramte retrievals based on Atmospheric
Microwave Sounder Unit (AMSU)-B observations). RaiflV provides a continuous monitoring
both of the cloud coverage and rainfall events euthusing real-time ancillary data. Its principal
aim is that of supplying preliminary qualitativefonmation on the rainy areas within the
Mediterranean basin where there is no radar netaavkrage. The results of RainCEIV have been
validated against radar-derived rainfall measuréméy the Italian Operational Weather Radar
Network. The dichotomous assessment related toinday{night-time) validation shows that
RainCEIV is able to detect rainy/non rainy areaghwain accuracy of about 97% (96%), and when
all the rainy classes are considered, it showsidkdeskill score of 67% (62%), a Bias score of 1.36
(1.58), and a Probability of Detection of rainyasef 81% (81%).”

What would be benefit of the presented rain clafferdntiation for further satellite based rain
retrievals?

AC.:

RainCEIV is based on a training dataset built bylde-matching radar-derived rain rate values and
the rain rate values obtained from the Passive dMiave (PMW) observations from AMSU-
B/MHS radiometers at a better spatial resolutionantthe other PMW sensors. The PMW
observations have been processed by the operaiM\P algorithm (Di Tomaso et al., 2009),
whose performance has been validated by Ciminl.€2@13). Moreover, both the training phase
and the RainCEIV classification algorithm are basedhe C_MASCP cloud classification mask so
to get more reliable results.

Section 2:

The information on MSG is not correct. Please atrttais.

A.C.:

Ok, done. The sentence now reads:

“SEVIRI is the main payload on board the MSG seroesnposed of MSG-1 (Meteosat 8), MSG-2
(Meteosat 9), MSG-3 (Meteosat 10), and future MS@Adteosat 11), planned for launch in 2014.”

It would be interesting to evaluate the performantehe proposed technique separately from
uncertainties introduced by the PEMW algorithm. E@mparison | suggest to train and validate the
technique with independent data from the radar odtw

A.C.

The training phase has been carried out by callgdi set of SEVIRI pixels with co-located Rain
Rate (RR) values inferred from AMSU-B/MHS obsergat processed by the PEMW algorithm,
and when available with co-locate radar-derived \RRies. The choice to use principally PEMW
RR values instead of the radar RR values for thmitrg of RainCEIV dataset has been made
because PEMW-RR values are available on a larger thian that covered by the Radar network.
Nevertheless, the choice of the double matchin®®MW and radar-derived RR values, when
available, in order to decide the rainy/non-raitass of the SEVIRI pixels results very useful ie th
refinement of the initial training dataset. We agite for not being clear. The paragraph that
describes the training procedure has been modisddllows:

“The training dataset has been built by couplingudly SEVIRI pixels with the corresponding RR
value obtained by the PEMW algorithm and, whereilalbke, with the radar-derived RR values.
When no radar-derived RR value is available (bexdbe AMSU-B/MHS observation is outside
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the area covered by the Radar Network) the SEVIRdIps classified as belonging to one of the
classes g C;, and G on the basis of the corresponding PEMWINSEVIRId #@ns included in the
initial training dataset. When the RADARINSEVIRIs iavailable and agrees with the
PEMWINSEVIRI in determining the rainy/non-rainy stathe SEVIRI pixel belongs to, this is
included in the initial training dataset. Otherwisevhen the RADARINSEVIRIV and
PEMWINSEVIRIv do not agree, the SEVIRI pixel is linded in the initial training dataset only if
the correspondent RADARINSEVIRI pixel belongs teamy class € or G and the percentage of
the rainy RS is higher than 80%. This choice isyweseful for the training of the rainy events
localized over an area smaller than the AMSU-B/MH3V area. The training samples have been
considered separately for land and sea, and groopélde basis of the Solar Zenith Angle (SZA)
rangesFinally, in order to refine the training dataség process described in Appendix A has been
applied to the initial training dataset. The aMaility of the SEVIRI samples double matched with
PEMW and radar-derived RR values is useful bothtle mitigation of uncertainty due to the
collocation process and the refinement of the pabiraining dataset especially for the removal of
the misclassified samples.”

Your suggestion is very interesting, but due totthéing procedure we adopted, the comparison
results obtained by training the RainCEIV with ordglar-derived RR values are the same obtained
by double matching PEMW and radar derived RR vatlugsg the RainCEIV training phase.

Section 3.1:

The authors should describe the extensions of tilggnal MACSP algorithm mentioned in section
3.1 in more detail. This should include a desaniptof the considered features as well as the
approach for cloud type classification. Given thentioned update of the MACSO algorithm the
training dataset and the validation dataset shbelohcreased.

A.C.:

We accept the suggestion; Section 3.1 has beemgetas follows:

“The cloud Mask Coupling of Statistical and Phykitethods algorithm - MACSP (Ricciardelli et
al., 2008) - is used for distinguishingoudy from non-cloudy pixels. The version used for
RainCEIV purposes is called C_MACSP, which starmiscfoud Classification Mask Coupling of
Statistical and Physical methods. The current varsias been updated to give information about
the cloud class and in particular to split the MAC®igh cloud in the high optically thinandhigh
optically thickcloud classes. Furthermore, thenvective cloualass has been added, not just for
module Il but also to individuate the possible aocence of extreme events. A pixel can be
classified in 5 different classes considered batér dand and sealear, low/middle cloud high
optically thin cloud high optically thick cloudand convective cloudin detail, the C_MACSP
physical algorithm uses the same physical threstedts as the MACSP earlier version with the
addition of a new threshold test involving the eliince between the brightness temperature of the
SEVIRI water vapour channel centred atpgr2and of the SEVIRI window channel centred at
10.8um, AT Bg 5ym-10.8um- This difference is very small for convective dloas asserted by Mosher
(2001, 2002) in the Global Convective Diagnostiprapch. The C_MACSP statistical algorithm
considers in input the same spectral and texteaufes described and listed in section 3.2.1 and
table 4, respectively, of Ricciardelli et al. (200But the training dataset has been updated ierord
to build the training samples for tigenvective cloualass. The training samples were collected in
the Mediterranean basin, where RainCEIV operatks.cloud classification for the training dataset
has been made through a careful visual inspectidheo SEVIRI images. The clear and cloudy
pixels have been selected manually after obsertriegspectral characteristics in SEVIRI IR/VIS
images as well as in their RGB composition, a uUspfactice for distinguishing cloudy classes
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(Lensky and Rosenfeld, 2008). In order to colldwt training samples for theonvective cloud
class, the cloudy SEVIRI pixels have been matchid the corresponding PEMW-RR and radar-
derived RR values, if available. The collocationgass both of the radar-derived RR values and the
PEMW-RR values in the SEVIRI grid is described acton 2. The SEVIRI pixel is considered for
the training when:

* both the RADARINSEVIRI pixel and PEMWInSEVIRI pixalte available and the relation:
(RADARINSEVIRI>4mmxh').and.(PEMWInSEVIRI#4mmxh?) is satisfied;

* both the RADARINSEVIRI pixel and PEMWInSEVIRI pixale available and the relation:
(RADARINSEVIRIV>4mmxh').and.(PEMWInSEVIRIv<4mmxH) is satisfied and the
percentage of the rainy RS samples is higher tBéf; 8

* only the PEMWINSEVIRI pixel is available (the AMSBIMHS observation is outside the
area covered by the Radar Network) and the relaRBEMWInSEVIRN>4mmxh') is
satisfied.

When both the RADARINSEVIRI pixel and the PEMWInSIRV pixel are available and the
relations at points 2 and 3 are not satisfied, 38/IRI pixel is not considered for the initial
training dataset. The SEVIRI images listed in tablef Ricciardelli et al (2008) and in particular
the ones used for the training of the Mediterranieasin (enclosed in the areas B, C, and G of
Figure 3 of Ricciardelli et al (2008)) have beerdigor the training of C_MACSP. The SEVIRI
images used for the training are those acquireB%8eptember 2009 at 16:57 UTC, on 1 October
2009 (at 05:12 UTC, at 08:27 UTC, and at 15:57 UTaD) 04 March 2010 (at 14:27 UTC, 15:57
UTC, and at 20:12 UTC), on 28 April 2010 (at 1212¥C and 15:43 UTC), on 4 August 2010 (at
10:43 UTC and 15:12 UTC), on 2 February 2010 ab22JTC, on 8 January 2010 at 13:57 UTC,
on 1 October 2009 (at 05:13 UTC and 19:13 UTC). precedure described in Appendix A has
been applied in order to refine the training ddtdse eliminating the redundant as well as the
misclassified samples. For RainCEIV purposes, thRISCSP screening is useful to:

* reduce the number of the input pixels to the RaivCIENNM classifier by removing the
pixels classified aslear andhigh thin cloud

» define the components of the feature vector intiipithe RainCEIV classifier (as will be
described in the following sub-section. The commisechosen for each cloud class are
shown in Tables 5 and 6).”

The validation results should be presented andiglsst separately in the results section.

A.C.:
We followed this suggestion; Section 4 “Validaticgsults” presents now two sub-sectiodst
C_MACSP validation resultsand4.2 RainCEIV validation results.
4. Validation results
4.1 C_MACSP validation results

The validity of the C_MACSP algorithm has beendddty applying it to an independent dataset of
which each class is made 300 samples taken fronSENARI images acquired on 12 November
2010 at 11:27 UTC, 22 November 2010 at 09:27 UT@ @nl11:43 UTC, 5 May 2012 at 20:27
UTC, 19 May 2012 at 10:57 UTC, 23 July 2012 at IQ.XC, 5 December 2012 at 08:43 UTC, 19
September 2009 at 19:13 UTC, 6 July 2010 at 11'PC &@nd 12:27 UTC, 4 August 2010 at 14:27
UTC, 26 December 2013 at 04:57 UTC, 8 October 241188:57 UTC, 7 October 2013 at 00:57
UTC and 20 January 2014 at 23:57 UTC. The validatias been carried out separately for samples
acquired during night-time and daytime by compatimg C_MACSP classification results and the
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samples manually collected from the independersaisgdtimages. The manual classification has
been made through a careful observation of the RERIGB composition so as to get the same

number of samples for each class. The convectmadctlassification results have been validated
considering the RR maps derived both from the werathdar network and the PEMW rain rate

maps. The latter have been used for the areas wadae information is missing. The accuracy

(defined as the ratio between the number of the desples classified correctly and the total

number of the test samples) has been determineéaftin class and Table 7 shows the results
obtained. On the basis of the samples examinesd,pbssible to assert that C_MACSP is able to
classify high thick clouds as well as convectiveuds, both over land and sea during daytime and
night-time, with an accuracy higher than 95%. MeeFoit shows an accuracy higher than 91% in
detecting low/middle clouds both during daytime amdht-time over land and over sea. The

accuracy in detecting high thin class over sea7i$% during daytime and night-time, and it is

slight lower over land both during daytime (85%d amght-time (84%).”

In the revised manuscript, Table 1 is renamed Taldad it lists the validation results for daytime
and night-time, separately.

Table 7. Accuracy of the C_MACSP algorithm on agtejpendent dataset

Classes Classification accuracy Classification accuracy
(for test samples acquired durin¢for test dataset acquired during
daytime) nighttime)

Clear over land 95.0 % 95.0 %

Clear over sea 96.7 % 96.7 %

Low/middle clouds over land| 91.6 % 91.0 %

Low/middle clouds over sea| 92.6 % 91.3%

High thin clouds over land 85.0 % 84.0 %

High thin clouds over sea 87.6 % 87.6 %

High thick clouds over land 98.3 % 97.3%

High thick clouds over sea 99.0 % 99.0 %

Convective clouds over land| 96.0 % 96.7 %

Convective clouds over sea 96.7 % 96.7 %
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Page 13679, line 6 to 7: Please explain in moraildedw the training dataset “has been updated”.
A.C.

Ok, done. The training dataset updating procedsssribed in the new version of section 3.1 above
reported.

Page 13679, line 5: The reference to table 2 isgr®lease correct.

A.C.
Ok. Table 1 (to whom we wrongly referred as Tab)einow renamed Table 7 because the
C_MACSP validation has been moved in sub-sectitn 4.

Page 13679, line 12: Please specify “outliers”.

A.C.

We define as outliers the samples that during thmihg phase are misclassified. (e.g. as for
C_MACSP a thin cloud could be misclassified as rglex a low/middle cloud could be
misclassified as high thick cloud, as for RainCHi®avy rain could be misclassified as moderate
rainy pixel). This information is now provided ine revised version.

Page 13679, line 11 to 14: Please specify how yeiline“ the “training dataset.

A.C.:

As the procedure adopted to refine the traininggktis the same for the two modules C_MACSP
and RainCEIV, this is now described in appendix Pxdcedure adopted for the training set
refinement” (For convenience, Appendix A is alsparted at the end of this document).

The sentence:

“In order to get a reliable training dataset, thdliers have been removed by means of the
Condensed Nearest Neighbour Rule (CNN) (Hart, 1968l the cross-validation method has been
applied so to refine it.”

has been modified as follows:
“In order to refine the training dataset, by eliating the redundant samples as well as the
misclassified samples, the procedure describedperadix A has been adopted.”

Section 3.2:

Page 13681, line 5: Please provide a flowchart gigthe structure and sequence of the procedure
described in section 3 instead of figure 1.

A.C.:
The following flowchart, showing the training phgsecess, is now added to section 3:
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Figure 2. Flowchart of the RainCEIV training phase.

Section 3.2.1:

Please explain the considered spectral and spesitalres.

A.C.

The following text is added at the beginning of. B.&ub-section:

“In detail, the spectral features used are meximumand minimumgrey levels and the ratio
between them. The textural features consideredhammaximumand theminimumof the Entropy
(a measure of the spatial randomness of the im#geAngular Second Moment (ASM, a measure
of homogeneity of the image), the Contrast (a meas local variation of the grey-level
differences) and the Mean (a measure of the meawylgvel differences). The maximum and
minimum values are calculated among the valuesulzdtd for the four directions (0°, 45°, 90°,
135°) in the 3x3-pixel box.”

Why have you chosen features for cloud detectiariassify rain areas?

A.C.:

The combination of the features chosen for thesdlaation of the rainy/non-rainy samples differs
from that used in the C_MACSP statistical algorithm

RainCEIV considers in input the maximum and minimuaiues among all the textural values
determined for the four directions (0, 45, 90, 1F%)r the cloud classification purposes, the tettur
values are considered in the specific directiorsabse of their usefulness in the detection of the
high thin cloud. The spectral and textural featuséshe WV spectral channels as well as their
temporal differences are considered as componémite &RainCEIV feature vector, but they are not
considered in the C_MACSP statistical algorithm.
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An overview of the spectral and spatial featuref®reeand after the selection (Table 6) should be
given. The calculated discriminatory power of the indivatifeatures should also be presented and
discussed.

A.C.

In order to elucidate the use of Fisher criterinrdetermining the features to be included in the
feature vector, sub-section 3.2.1 has been modifiecgparticular, the description of the Fisher
criterion has been moved from sub-section 3.2.1h#® Appendix A (see at the end of this
document). The sentence from line 14 on page 1368ke 7 on page 13683 is now changed as
follows:

“For this purpose, the Fisher distance criteriobgf, 1987; Parikh, 1977), described in Appendix
A, has been applied in order to evaluate the disoatory power of the individual features. The
Fisher distance has been determined for the fatigwombinations:(,, C,); (Cy, C); (C1,C,). The
features have been ordered in a descending walieobasis of the correspondent Fisher distance
value, so that the features characterized by higlstrer distances have been chosen as components
of the feature vector. The definitive values of thature vector componerdsand the RainCEIV k-
NNM classifierk parameter have been determined as described folkbing sub-section.”

Moreover, sub-section 3.2.2 has been modified aoifgl how the training dataset is carried out,
how the process to refine the training dataset svarkd how the best values tbandk parameters
have been chosen.

The results should be presented separately fordaynd nighttime scenes.

A.C.

Agree. The RainCEIV validation results are now préed for night-time and daytime scenes
separately in the revised paper.

Moreover, Table 6 is now split into two tables (Teab and 6) listing the features to be used during
daytime and night-time, respectively.

Page 13681, line26, 27: Please explain the coresidéme lags of 15, 30 and 45 minutes in more
detail.

A.C.:

Ok, sub-section 3.2.1, from line 24 on page 13@8line 4 on page 13682 has been updated as
follows:

“The spectral channels centred at 6.2 um and 7.3agemndicative of the water vapour (WV)
content in the troposphere at levels lower tharhBs0and 500hPa, respectively. The WV channel
features when considered alone do not give usefaimation on the presence of a raining cloud,
on the contrary, when considered with the othennbhfeatures, in particular those related to the
10.8 um channel, they are useful to individuateveative events (Mosher, 2001, 2009). Moreover,
the WV temporal changes are indicative of the aphesc instability that is a useful index in the
detection of the precipitating area. Because 0§, tithe temporal differenceATB g 2)15-30,
ATB(62)15-450 ATB(e.2)30-45. ATB(73)15-300 TB(73)15-45. TB(z73)30-45 between the WV
brightness temperatures related to the SEVIRI adtuis made 15, 30 and 45 minutes before the
time of interest are exploited to get information the WV temporal changes at different
atmosphere levels. Obviously, the temporal chafig®’\b brightness temperature related to a pixel
does not always mean that the pixel is rainy, andoathe other features, it gains usefulness in
discriminating rainy/non-rainy classes when used combination with the other features
opportunely chosen, as will be described in thim¥ahg sub-section.”
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Page 13683, line 4 to 5: This sentence is not ¢teane. What is meant by “training samples for
each class™ | suppose the training set consisteroporally and spatially collocated MSG and
AMSU-B scenes.

A.C.

Yes, the training set consists of temporally andtiafly collocated SEVIRI and AMSU-B/MHS
scenes. The training samples have been chosenatapaior land and sea, for night-time and
daytime scenes, and they have been grouped orotaeZnith Angle (SZA) ranges.

Section 3.2.2:

The training dataset should be extended over aagréiane period and include more nighttime
scenes. Is the training and application done seggr@r land and sea areas and for daytime

and nighttime scenes? If so, explain how

A.C.:

The training dataset has been built to charactalizihe classes considered separately for land and
sea and for daytime and night-time scenes. Durmginie the @G, C, and G classes were trained
for different ranges of Solar Zenith Angles (SZRyr this reason we analyzed more scenes during
daytime than during night-time. This informatiorsi@een added in sub-section 3.2.2 of the revised
paper. Anyway, we accepted your suggestion to galdre training dataset and the updated list of
the AMSU-B/MHS passes considered for the trainihgse is shown in Table 1 of the revised
version.

Please explain the bootstrap procedure in morel desiag the concrete training dataset. The whole
purpose is not clear to me. | think it is easieeiend the training dataset by considering more
precipitation events. Could you please provide mpmarison of the training dataset before and after
the bootstrap procedure?

A.C.

We apologize for the unclearness of the paragragdgtribing the bootstrap procedure. In the
previous version, the AMSU-B/MHS passes used fdinolgy the training and test dataset were
listed in the same Table 2 and this made confuahmut the function of the training and the test
dataset. The bootstrap procedure is applied onllyedest dataset.

We accept your suggestion and consider a testedat@ger than the one used in the previous
version. The original test dataset and the arfione obtained by applying the bootstrap process
have been considered in order to define the bésesdork andd parameters. The lines from 5 on
page 13684 to 15 on page 13685 (sub-section 1édv2yeads as follows:

“Successively, in order to decide the best valuesdfandk, a set of test samples have been
classified by varyingd and k combinations. Moreover, an artificial dataset, sther and more
versatile than the initial one, has been obtaingdtplying the bootstrap method (described by
Hamamoto et al. (1997)) to the initial test samplesrder to make a more robust choiced@nd

k, the samal andk combinations chosen for the classification of ithigal test dataset have been
used to classify the artificial dataset. The béstice ofd andk has been made by comparing the
statistical scores obtained by classifying the dataset separately.

LetY = {(?i, Cj)} be the independent test dataset built by examitiadEMW-RR values related
to the AMSU/MSH overpasses of 12 February 2012 BEB3UJTC, 12 November 2011 at
08:50UTC, 22 November 2010 at 09:34 UTC, 4 Aug@di®at 14:46 UTC, 26 April 2010 at 12:26
UTC, 01 October 2009 at 19:50UTC, 02 October 2G085e00UTC. The pair§y;, C;) indicate the
test sample§; belonging to the clas§;, j=1, 2, ..., N, N is the number of the classes, i=1, 2,
....Ncj, Nejis the number of the test samples for the alass

The bootstrap samples for each class have beemulegel as follows:

6. the sampl€yy, C;) was selected;
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7. r was chosen equal toc¥ and ther nearest neighbours (NN) of the sam(ig, C;)

(indicated as{(f/k,s,cj)s:l,r}) were found. (The Nearest Neighbour decision ride
explained in Appendix A)
8. the f" component of the bootstrap sample was calculatexpplying the equation

byk == X5 1Yk (7)
to all the components of tH&Jy.s, C;)s=1-} For simplicity the generic"icomponent of the
(ks Cj)s=1 IS indicated agy, ¢ without indicating the belonging class, @ the same way
by. is the " component of the bootstrap sammEk, C;) obtained by starting from the
sample(yy, C;).

9. Points 2 and 3 were repeated for= Nc'f/S,NC'j/lo,NC'j/Z—8,Nc'f/2—6,Nc’j/2—

N.:
4) 0,1/2 _2!

10.the process restarted from point 1 with anotherpdarand points 2, 3 and 4 were applied
until all the test samples were considered for edas$s.

A careful screening has been done to eliminaterédendantbootstrap samples. Théootstrap
samples and the initial test samples have beesifitasseparately by means of the k-NNM (using
the original training dataset). The statisticalresoobtained for the two datasets are quite similar
and they change in the same way varydrgndk as can be noted in Tables 2, 3 and 4 that list the
statistical scores for k=3, d=10, d=16, d=20 (Tdhtek=5, d=10, d=16, d=20 (Table 3); k=7; d=10,
d=16, d=20 (Table 4). Other combinationslandk have been investigated obtaining results worse
than the ones listed in tables 2, 3 and 4. In paer, both for the original and artificial testtaset,

for k < 3,d < 10 the FAR related to the moderate class is highan #0% and POD is lower than
60%, while fork>7 the FAR for all the classes is higher than 44 the other statistical scores are
lower than those obtained for the otkeandd combinations. The statistical scores obtained by
classifying the initial and artificial samples agr@ suggesting k=5 and d=16 as the best choice of
parameters for the k-NNM classifier. The featurBesen as components of the feature vegtor
related to daytime and night-time acquisition &tetl in Table 5 and Table 6, respectively.

In the revised manuscript Tables 3, 4 and 5 aramex Tables 2, 3 and 4

Page 13683, linel2 to 23: These lines should Haded in section 2.

A.C.

The statistical scores shown in this paragraph h@es obtained by validating PEMW-RR values
against radar-derived and rain gauge-derived RRegalThe validation was carried out by Di
Tomaso et al. (2010) and Cimini et al. (2013). Ehetatistical scores have been listed not as
RainCEIV validation results but in order to givéarmation on the PEMW accuracy, that is why
this information was included in this sub-section.

Page 13683, line25: The reference to table 3 imgurBlease correct.

A.C.

Ok, done. Due to the fact that former Table 1 isvmenamed Table 7, former Table 2 (wrongly
named Table 3) is now renamed Tablel.

Page 13683, line26-27: Please explain in more ldetav the MSG and AMSU-B scenes are

spatially and temporally collocated for the tramotataset?
A.C.:
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The collocation of PEMW-derived RR values in theV#8 grid is now described in Section “2-
Instruments and data” at line 25 on page 1367#|ksvs:

“The PEMW RR value is assigned to the SEVIRI piaely when the latter is entirely enclosed in
the corresponding AMSU-B/MHS FOV. PEMW rain ratéwes are re-sampled on the SEVIRI grid
calculating the area of each AMSU-B/MHS FOV on liasis of the orbital parameters described in
(Bennartz, 2000). The temporal matching is caroatlconsidering a maximum difference of 7.5
minutes between the acquisition time of the SE\fiRReél and that of the AMSU/MHS FOV.”

Page 13684, line 1: Please explain to what extemtkiNNM classifier is a pattern recognition
classifier and how patterns are considered bydhifes in the training dataset.

A.C:

The k-NNM classifier in a supervised pattern recétgn classifier. In this context, the term
“pattern” is used to indicate the SEVIRI observatlmoth as training sample and as sample to be
classified. For each pattern (SEVIRI observatiting, spectral and textural features are determined
for the IR brightness temperature and/or for th8 dflectance.

Page 13684, line 4: Please explain the applicatiaghe CNN rule in more detail.

A.C.

As the procedure applied to refine both the C_MAGS&R RainCEIV training dataset is the same,
it is now described in the appendix A “ Descriptimfrthe procedure for the training set refinement”
of the revised manuscript. For convenience, Apperfliis also reported at the end of this
document.

In the light of this change, sub-section 3.2.1 friame 15 on page 13682 to line 7 on page 13683 is
modified as follows:

“For this purpose, the Fisher distance criteriohdf, 1987; Parikh, 1977), described in Appendix
A, has been applied in order to evaluate the disoatory power of the individual features. The
Fisher distance has been determined for the fatigwombinations:(,, C,); (Cy, C); (C1,C,). The
features have been ordered in a descending walieobasis of the correspondent Fisher distance
value, so that the features characterized by higlstrer distances have been chosen as components
of the feature vector. The definitive values of thature vector componerdsand the RainCEIV k-
NNM classifierk parameter have been determined as described folkbing sub-section.”

Page 13685, line 6 to 12: These lines should Heded in the results section.

A.C.:

The statistical scores refer to the classificatbithe test samples (both original and artificiatd
have been derived in order to determine the besbowtion of thed andk parameters to be used
in the RainCEIVK-NNM classifier.

Page 13685, line 13 to 14: What reference dataaetused for the cross-validation?

A.C.:

The reference dataset used is now described isettinn 3.2.2 as follows:

“Let Y = {(¥;, C;)} be the independent test dataset built by examitied®EMW-RR values related
to the AMSU-B/MSH overpass of 12 February 2012 at3BUTC, 12 November 2011 at
08:50UTC, 22 November 2010 at 09:34 UTC, 4 Aug@di®at 14:46 UTC, 26 April 2010 at 12:26
UTC, 01 October 2009 at 19:50UTC, 02 October 2a@¥%20UTC.”
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Page 13685, line 14 to 15: Please explain in metailchow the features in table 6 were selected.
Table 6 should be revised to make it clearer. Thesgnted feature and the expected usefulness for
rain classification should be explained.

A.C.

Sub-section 3.2.2 has been modified in order tdagxpnore in-depth the process adopted for the
selection of the features. The modified Sub-secoP.2 has been shown above, where the
“bootstrap process” is described”.

Table 6 is now split into two tables: Table 5 anlis6the features to be used during daytime and
night-time, respectively. The captions of Tablearsl 6 have been re-written so to be clearer. A
description of Tables 5 and 6 is now added at tlieod sub-section 3.2.2 as follows:

“The features chosen as components of the featectonX related to daytime and night-time
acquisition are listed in Table 5 and Table 6, eesigely. The features used over land and over sea
are the same, but in some cases they vary foréifteeloud classes, e.g. the max value of the ASM
is very useful in order to determine the confidetica a low/middle cloud is precipitating, but its
discriminatory power is not so high as to indivitughe precipitating high thick clouds. On the
contrary, the minimum and maximum values of Entfoplean and Contrast give an useful
contribution in detecting botlight-to-moderate rainylassand heavy-to-very-heavy-raimyass for

all the cloudy classes.”

Table 5 Summary of the features considered for use in thm@EIV k-NNM classifier during
daytime. Label “A” means that the feature is usadall the C-MACSP classes; “LM” means that
the feature is used for the low/middle cloud cld$4$7/C” means that the feature is used for the
high thick and convective cloud class.

Features MSG-SEVIRI spectral bandsi
VIS | VIS |NIR |IR IR IR IR IR
06 |08 |16 |39 |62 |73 10.8 | 12.0
Max Gray level A
Min Gray level A
Mean Gray level A
Max/Min(Gray level)
Max(Contrast 0°, 4590, 135) A
Max(Entropy 0°, 4% 9, 135) A
Max (Mean 0°, 4% 90, 135) A A
Max (ASM 0°, 48, 9¢, 135) LM
Min(Contrast 0°, 4% 9, 135) A
Min(Entropy 0°, 48 90, 135) A
Min (Mean 0°, 45 9, 135) A A
Min (ASM 0°, 45, 9CF, 135) A
ATB;s_30 A |HTIC
ATBys_4s A |A
ATB3g_45
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Table 6 Summary of the features considered for use in thm@EIV k-NNM classifier during
night-time. Label “A” means that the feature isdiger all the C-MACSP classes; “LM” means that
the feature is used for the low/middle cloud cld$4$7/C” means that the feature is used for the
high thick and convective cloud class.

MSG-SEVIRI spectral bandgufn)
Features IR IR IR IR IR
39 (6.2 |73 10.8 | 12.0
Max Gray level A
Min Gray level A A
Mean Gray level
Max/Min(Gray level)
Max(Contrast 0°, 459@, 135) A
Max(Entropy 0°, 4% 90, 135) | A
Max (Mean 0°, 4% 90, 135) A LM
Max (ASM 0°, 45, 9C, 135) | LM
Min(Contrast 0°, 4% 9¢, 135) HT/C
Min(Entropy 0°, 48 90°, 135) A
Min (Mean 0°, 45 9, 135) A A
Min (ASM 0°, 45, 9, 135) A
ATB,=_s0 A | HT/IC
ATByc_4e A |A
ATBay s A
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Section 4:
Table 1 is not mentioned in the text. Please ctrrec

A.C.
Thanks for spotting this typo. Table 1 is now Tablend it is related in the new sub-section 4.1.

Please use the same statistical scores for theataln of the cloud mask and for the validation of
the rain intensity classification.

A.C.

At first we thought of adding the accuracy as dafifior the C_MACSP validation to the statistical
scores used for the RainCEIV statistical assessrbanit does not provide any further information
on the statistical assessment when compared vétdidhotomous statistical scores already used.

The validation dataset should be extended oveeatgrtime period and include nighttime scenes.
A.C.:

The validation dataset was enlarged adding nighetiscenes and choosing cases study
characterized by a higher number of convective evieoth for daytime and night-time.

The presentation of the results should includesaudision of the results in comparison to other
techniques.

A.C.:

We retain that the validation of RainCEIV resulgmimst radar-derived rain rate values is sufficient
for the evaluation of the RainCEIV performance. Bwrer, when interpreting the statistical scores
it is important to take into account that the diieces in the detection of rainy areas should ditpen
on the temporal distance and should be caused lbycaton errors. The comparisons with the
techniques proposed by other authors should beedaout in cooperation with the authors
themselves especially regarding the choice of @8ses study to be analyzed.

The interpretation of the results for the caseistits too positive. Please rephrase the respective

sentences.

A.C.:

In the revised version the statistical scores edldab the RainCEIV validation carried out against

the RR radar-derived measurements have been upidatell the cases study analyzed by applying

the following changes:
» reconsidering the collocation process for thes@mples, that is now described at the end of

section 2 as follows:

“For simplicity, the radar samples completely irg#d into the SEVIRI pixels will be
denominated RS samples. The collocation procesiseofadar-derived RR measurements into
the SEVIRI grid consists in associating the RS damp each SEVIRI pixel. If the percentage
of the rainy RS samples is higher than 80%, the IREYixel is considered for the validation
and classified aBght-to-moderate-rainyor heavy-to-very-heavy-raingn the basis of the RS-
RR value average. In some cases, the RS-RR vaérage/is strongly influenced by the lowest
RR values of théight-to-moderate-rainy\RS samples also if the numberhafavy-to-very-heavy
rainy RS samples is higher than that of liglit-to-moderate-rainyone. Because of this, when
the percentage of tHeeavy-to-very-heavy-rainRS samples is higher than 50% and it is higher
than that of thdight-to-moderate-rainyRS samples, the SEVIRI pixel is flaggedresvy-to-
very-heavy-rainyegardless of the RS-RR value average. If thegmdage of the non-rainy RS
samples is 100%, the SEVIRI pixel is consideredtl@r training and validation. In the other
cases, the SEVIRI pixel is flagged as “uncertaint anot considered for the training and
validation purposes.”
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* Handling the “uncertain” RADARINSEVIRI pixels coaty. In fact, in the previous version
the “uncertain” (that are the “dark-gray” pixelstime “radar-derived RR results” panels of
Figures 2, 3 and 4) were not defined and were wyoognsidered as non-rainy samples in
the validation process. The wrong inclusion of ‘thecertain” RADARINSEVIRI pixels in
the validation process resulted in the high nunabéalse alarms.

» Updating and enlarging the training dataset orbtmas of the suggestion of the referee#2.

* Enlarging the validation dataset and determinirggdiatistical scores for daytime and night-
time samples separately.

* Changing the RR values ranges of tiom-rainy andlight-to-moderate-rainyclasses on the
basis of your suggestion (at point 4 of this docathkoth for the training and the validation
dataset.

» recalculating the RainCEIV results on the basithefupdated training dataset.

In the light of the above-listed updates/changeshld 1 (that lists the AMSU-B/MHS passes
considered for the training dataset) has been agddand sub-section 4.2 now presents the
following updates:
» Table 8 (that lists the cases study used for thdataon) has been updated;
 Table 9 (that sums up the contingency values fer RainCEIV dichotomous statistical
assessment) has been updated and related only tiaytime validation dataset, while Table
10 has been added to sum up the contingency vadl&ted to the night-time validation
dataset;
 Table 11 (Table 9 in the previous version that shale statistical scores for daytime
validation) has been updated and now shows thiststat scores for night-time and daytime
validation separately;
 Table 12 (Table 10 in the previous version), thdves the statistical scores related to |, Il
and lll cases study, has been updated:
» Figures 3, 4 and 5 (Figure 2, 3 and 4 in the previersion) have been updated.

Section 5:

The conclusion should be revised. At the momejuisitrepeats the results section.

The authors should elaborate more on further stepaprove the presented algorithm and discuss
the potential benefit of the presented techniquesmparison to other retrieval techniques.

A.C.:

The conclusion has been be rewritten on the bddsecstatistical results obtained examining more
cases study.

“Conclusions

This paper proposes the RainCEIV technique as fulusml for the continuous monitoring and
characterization of the rainy areas in the Medaieean region where there is an increased
frequency of the extreme events. RainCEIV doesuset any near real-time ancillary data and it
exploits the temporal differences of the brightriessperatures related to the SEVIRI water vapour
channels. These are indicative of the atmosphes@bility and, as a consequence, could give
useful information for the detection of the raimgas when analysed with the spectral and textural
features related to the other SEVIRI channels. Beeaf the well-known limitations of the IR/VIS
observations in determining RR values, the RainCEn purpose is to provide a near-real time
gualitative characterization of the rainy areasemly in regions not covered by the radar and rai
gauge network.

RainCEIV consists of two modules that use geostatip observations from SEVIRI in order to
detect cloudy pixels and, successively, to assedtie@m to a rainy/non-rainy class. RainCEIV uses
both IR and VIS observations to determine if th&/8H pixel belongs to th@on-rainy(Cy), light-
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to-moderate-rainy(C;) or heavy-to-very-heavy-raingC,) class. The IR/VIS observations do not
have the same potentiality as MW observations araitterizing rainy areas, but their high spatial
and temporal resolution are used to get a contsumanitoring of the stratiform and convective
events. RainCEIV has been trained on the AMSU-B/MMEBMW RR values double matched with
the radar-derived RR values and validated on tiséshz the radar-derived RR observations. The
dichotomous statistical scores indicate that a goation (97% for daytime validation and 96% for
night-time validation) of the pixels examined axrectly identified as rainy or non-rainy by the
RainCEIV. The Bias scores (1.36 for daytime valmaand 1.58 for night-time validation) and the
FAR scores (39% and 48%) suggest that RainCEIVstéacdverestimate rainy pixels especially
during the night-time, while the POD scores (81%hbfor daytime and night-time validation)
indicate that RainCEIV detects rainy areas with aody a approximation. The rainy areas
overestimation is mainly due to the misclassifimatof G samples as samples. Moreover, the
high FAR values related to the @nd G classes are mainly due to the misclassificatiothefG
samples as £samples and vice versa. The statistical scoresraat for the daytime validation are
generally better than those obtained for the nighé validation. This is prevalently due to thetfac
that the features related to the VIS observatiamaailable during night-time) have a strong
influence on the RainCEIV output because of thayhér discriminatory power when compared
with that of the features related to the 3.9 um aBd pm observations. In remarking upon the
comparison results, it is important to bear in mihd different spatial resolutions as well as the
temporal distance between radar and satellite vasens that could affect the statistical scores
negatively, especially for rapid convective everggen if the time distance between radar and
SEVIRI acquisitions is little. As far as future d¢epments are concerned, RainCEIV will be
updated to consider in the training phase the RADSEVIRI samples characterized by a
percentage of rainy RS samples lower than 80% g0 aslividuate extreme rainy events located
over an area whose size is smaller than that cBEMIRI pixel area. To this aim, information from
the Visible Infrared Imaging Radiometer Suite (VHRon-board the Suomi National Polar-orbiting
Partnership (NPP) (characterized by higher spatial spectral resolutions than SEVIRI) will be
taken into account when available.”

Page 13687, line 25: “rainy/non rainy class”. Péease consistent wording throughout the
manuscript (e.g. “rain intensity classification”).

A.C.:

Thank for the suggestion, we accept it.

Appendix A. “Procedure adopted for the training setrefinement”
The RainCEIV and C_MACSP original training datadesse been refined by applying the same
procedure to the samples of each class.

The refinement process consists in using the Ne&teighbour decision rule described by Cover
and Hart (1967) in order to classify each samplehefinitial training classes. Here the aim of this
process is to eliminate the redundant and misdiedsiraining samples, which is similar to the

CNN rule described in Hart (1968) but the main jsg of CNN is to get a training subset

performing as well as the original one. Before tlescription of the refinement process, a brief
description of the NN decision rule and of the Eishbriterion (used to reduce the number of the
components of the feature vector) will be given.

Let To={(%;,C;)} be the original training dataset, where the pdis C;) indicate the training
samplesy; of the clas<;, j=1, 2, ..., N, N¢ is the number of the classes, i=1, 2, ¢;Njis the
number of the training samples for the cléssGiven a vectoly to be the classified, the NN rule
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establishes thaf belongs to the clas§; when the minimum distance is that from the trajnin
samplex; that belongs to clagy, and ther¥; is the Nearest Neighbourgf

Before applying the RR decision rule, it is impattéo define the dimension of the feature vector.
In fact, since the k-NN classifier performance gatg decreases with the dimension of the feature
vector, the number of the component$) (of X has been reduced by applying the Fisher criterion
(Ebert, 1987; Parikh, 1977) to evaluate the discratory power of the individual features and to
choose the features characterized by the highbeFiistance value. Lef andaji be the mean and
standard deviation of the featuré for the training set from clagg, thus the Fisher distance is
defined as:
o=k

Dyj = = (1)

g

It measures the ability of the featuré to differentiate clasg; from classC,. The features’x
within X, have been ordered in a decreasing way on the b&sheD;j, values and the first
features have been chosen as the components fefatioee vectors used. The dimensibhas been
fixed by following the suggestions in Jain and Glrasekaran (1982), who point out that the ratio
between the number of the training samples for edabs and the feature vector dimenstn
should be at least five.

The procedure to obtain the refined training ddtake starting from the original training dataset
To, CONSISts in:

4. Considering the'l pattern §;, C;) of T,
5. Applying the NN decision rule and determining tledldwing action on the basis of the
three possible classification results:
- the NN belongs to the initial belonging clagand the Euclidean distance is higher than
zero, consequently the sample is putin T
- The NN belongs to a different clas+ C;, consequently the sample is reanalyzed and
included in the NN class;
- the Euclidean distance from the NN is zero, themans considered redundant and it is
removed from FTand not included in,T
6. restarting from point 2 with another sample andlypp the entire process until all the
training samples have been analyzed.
T, determined for each class is used as the defiritareing dataset.
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Interactive comment on “A statistical approach for rain class evaluation using Meteosat
Second Generation-Spinning Enhanced Visible and IrdRed Imager observations” by E.
Ricciardelli et al.

Anonymous Referee #3

The paper “A statistical approach for rain classleation using Meteosat Second Generation-
Spinning Enhanced Visible and InfraRed Imager olz@ms” by Ricciardelli et al., proposes a
statistical technique to infer precipitation clas$®m SEVIRI radiances and radiance spatial and
temporal features. The calibration of the techniguearried out by using AMSU derived estimates
and it is validated against radar rain fields. Hubject of the paper is of some interest for this
journal, but is poorly written, with a number ofriseis weaknesses that | do not believe could be
addressed through a standard major revision. lesidg reject the paper for a number of reasons: |
listed below the most relevant ones (page numle¢es to the discussion paper, from 1 to 36).

The aim of the paper seems to provide a tool t@tteshort term hydrology and long term climate
studies (lines 1-3 on page 3): the author shoufia@x the usefulness of a technique that gives as
output only two precipitation levels.

Author Comment (A.C.):
The abstract, the introduction as well as all odeations of the paper have been improved in order
to explain the utility of RainCEIV more in-depthm particular the abstract now reads:

“This study exploits the Meteosat Second Genera{ld®G)—Spinning Enhanced Visible and
Infrared Imager (SEVIRI) observations to evaludte tain class at high spatial and temporal
resolutions and, to this aim, proposes the Rainslgvaluation from Infrared and Visible
observation (RainCEIV) technique. RainCEIV is commgab of two modules: a cloud classification
algorithm which characterizes and individuates dloeidy pixels, and a supervised classifier that
delineates the rainy areas according to the thagdaill intensity classes, th@n-rainy (rain rate
value<0.5 mmxH) class, thdight-to-moderate rairclass (0.5 mmxf<rain rate value<4 mmxh
and theheavyto-very-heavy rairclass (rain rate valad mmxh?). The second modutensiders in
input the spectral and textural features of theansid and visible SEVIRI observations for the
cloudy pixels detected by the first module. It alakes the temporal differences of the brightness
temperatures related to the SEVIRI water vapoumeils as indicative of the atmospheric
instability strongly linked to the occurrence oinfall events.

The rainfall rates used in the training phase dined through the Precipitation Estimation at
Microwave frequencies, PEMW (an algorithm for ramte retrievals based on Atmospheric
Microwave Sounder Unit (AMSU)-B observations). RaiflV provides a continuous monitoring
both of the cloud coverage and rainfall events aithusing real-time ancillary data. Its principal
aim is that of supplying preliminary qualitativefonmation on the rainy areas within the
Mediterranean basin where there is no radar neteavkrage. The results of RainCEIV have been
validated against radar-derived rainfall measurésméy the Italian Operational Weather Radar
Network. The dichotomous assessment related toinday{night-time) validation shows that
RainCEIV is able to detect rainy/non rainy areathvain accuracy of about 97% (96%), and when
all the rainy classes are considered, it showsidkdeskill score of 67% (62%), a Bias score of 1.36
(1.58), and a Probability of Detection of rainyasef 81% (81%).”

In the introduction, there is no need to mentiorlyeaorks on satellite precipitation estimation in
the ‘80s and ‘90s, since they used very differ@mraaches and instruments.
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On the other side, many works on SEVIRI data usepfecipitation are missing (the mentioned
Kidd and Levizzani reports on them).

A.C.:

The introduction has been updated following yowggastion and including other references missed
in the previous version of the paper.

The correct reference for Mamoudou and Gruber ia@hGruber (page 4 and reference list).
A.C.: Thanks for the correction.

Section 2. The history and launch schedule of Msgtespacecrafts are not necessary for the aim of
this paper. Please, add a reference for the Itadidar network, and report on the quality of theada
used. Since the radar data are used here to \eabdé#tllite product, it is mandatory a more detaile
description of the radar network and its reliaiilit

A.C.

Agreed. We have removed the history and launch dedbeof Meteosat spacecrafts from the
manuscript. References and more details concethmdtalian radar network are now provided in
Section 2. The following text has been added teigminformation on data quality:

“Procedures for mitigating ground clutter, anomalguropagation, beam blockage effects are
applied (Vulpiani et al., 2008a). The sri produstderived applying a reflectivity-rainfall (Z-R)
relationship to the Lowest Beam Map (LBM), i.e. tiedlectivity values at the lowest level of the
corrected radar volumes. The sri product used hepeesents the best estimate from the radar
network available for the period under analysis] @has been already used to validate satellite
rainfall estimates (Cimini et al., 2013), includieyMETSAT H-SAF products (Puca et al., 2013).
Procedures to improve the quality of the sri praduocluding attenuation compensation,
polarimetric rainfall inversion techniques, and jattlge algorithms to retrieve mean vertical profiles
of reflectivity have been recently developed at ORGlpiani et al., 2012; Rinollo et al., 2013).”

Section 3. Section 3.1 roughly describes the cldassification algorithm. Is table 1 related tcsthi
section? How is accuracy defined for cloud cla®s&® clear sky pixels included in the accuracy
calculation?

A.C.:

Yes, Table 1 is related to this section and lisesaccuracy scores (defined as the ratio between th
number of the test samples classified correctly thedtotal number of the test samples examined)
for cloud and clear classes. In order to explairremin-depth how C_MACSP works, section 3.1
“3.1- Cloud classification algorithm description”has been modified in the revised version.

What are the outliers mentioned in line 13 on @®&re they damaged pixels, noise, or what?

A.C.

We defined as outliers the samples that duringtthieing phase are misclassified. (e.g. as for
C_MACSP a thin cloud could be misclassified as rglexr a low/middle cloud could be
misclassified as high thick cloud, as for RainCHi®avy rain could be misclassified as moderate
rainy pixel). This information is now provided ine revised version.

Only two images out of the nine used to validat dlassification are during nighttime: are there
enough pixels to verify correct classification dfcdoud classes?
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A.C.:
In the revised version, the accuracy shown in T@kfhat was Table 1 in the previous version) has
been determined for each C_MACSP class for nigh&-tnd daytime samples, separately.

I think that the validation dataset should be miacger

A.C.

Agreed. Following your suggestion, the validati@ataset has been enlarged to include more night-
time scenes. In addition, we have followed the esh\of referee#2 who proposes to show the
C_MACSP validation results in a sub-section of Bectt. As a consequence, section 4 “Validation
results” is now divided into two sub-sections: “4CL MACSP validation results” and “4.2
RainCEIV validation results”.

In section 3.2.1 there are a number of sentencas httive to be canceled (my suggestion) or
discussed with much more detail. | report here &swamples, but the entire section should be
rewritten or canceled. How can SEVIRI observatiowividuate precipitation processes” (lines 16-
17 on page 11) ? especially in convective cloudsRickV processes can be individuated
(coalescence, riming, breakup, melting)?

A.C.

We apologize for the incorrect use of the Englesfiguage, the term “precipitation processes” was
erroneously used to mean “precipitation events’e furpose of RainCEIV is to determine a
precipitation class not the precipitation process.

The radiance measured in the SEVIRI channels cdroesthe very top layers of the cloud. Few
lines below it is said that “features related tdiaaces acquired at 3.9 and [n bear on the cloud
drop size distribution”: as a matter of fact, “afbdrop size distribution”, unfortunately, cannot be
derived by any feature related to SEVIRI channels.

A.C.:

The paragraph purpose was to describe the chasticterand the usefulness of the |8r91.6um
12.um, 10.&m, 0.um SEVIRI spectral channels to derive some cloudrapicysical properties
in order to make it clear that the choice of thepectral channels was made because of their
connection with cloud microphysical properties sd@allow the identification of rainy clouds.
Consequently, sub-section 3.2.1 from line 11 orepH8E81 to line 24 on page 13681 is rewritten
as follows:

“All the spectral and textural features defined tloe IR/VIS SEVIRI images acquired at 0.6 pum,
0.8 pm, 1.6 pm, 3.9 pym, 6.2 pym, 7.3 pm, 10.8 pnd, Bh pm were initially considered as
components ofX. Some of the above-listed spectral channels arallys utilized to infer
information on cloud-top microphysical propertiés.particular, the observations acquired at 10.8
pm and 12.0 um are used to provide information lmodc top temperature and cloud optical
thickness, the observations at 0.6 um are also tosget information about cloud optical thickness,
while the 3.9 uym and 1.6 um observations are usednfer information on the cloud
thermodynamic phase and cloud drop size distributithe precipitation processes are strongly
related to the cloud-top microphysical structure,an particular, the rain rate confidence is high
for cloud tops with large cloud droplets or in theesence of ice (Lensky and Rosenfeld, 1997).
Consequently, in this study the use of featuresrél@rfrom spectral channels connected with cloud
microphysical properties could allow the identifioa of raining clouds.”

The temperature of WV channels are related witlpdspheric moisture content over clear sky
areas, but in case of mid- and high- level cloudds ¢ontribution to the radiance measured by
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satellite sensor has a dominant contribution frdme tloud top. How can the temperature
differences mentioned on lines 3-4 on page 12 ‘attarize convective as well as stratiform
precipitation” ?

A.C.

As before we used the verb “characterize” inappabgly. In fact, the temporal differences have
been used as input for the classifier in orders&paiate a pixel to the classg, C;, or G. The WV
temporal differences are useful to distinguishedéht rainy/non-rainy classes only when used with
the other components of the feature vector.

In order to clarify how the WV spectral channelsdaeen considered for the RainCEIV purposes,
sub-section 3.2.1 from line 24 on page 3681 to4dira page 13682 is modified as follows:

“The spectral channels centred at 6.2 pum and 7.3apemindicative of the water vapour (WV)
content in the troposphere at levels lower tharhB20and 500hPa, respectively. The WV channel
features when considered alone do not give usefatmation on the presence of a raining cloud,
on the contrary, when considered with the othenobhfeatures, in particular those related to the
10.8 um channel, they are useful to individuateveative events (Mosher, 2001, 2009). Moreover,
the WV temporal changes are indicative of the aphesc instability that is a useful index in the
detection of the precipitating area. Because 0§, tithe temporal differenceATB g 2)15-30,
ATB(62)15-45. ATB(62)30-45. ATB(73)15-30, TB(z3)15-45. TB(z3)30-45 Dbetween the WV
brightness temperatures related to the SEVIRI adtpns made 15, 30 and 45 minutes before the
time of interest are exploited to get information the WV temporal changes at different
atmosphere levels. Obviously, the temporal chaig®\b brightness temperature related to a pixel
does not always mean that the pixel is rainy, amdoathe other features, it gains usefulness in
discriminating rainy/non-rainy classes when used combination with the other features
opportunely chosen, as will be described in thiefahg sub-section.”

Section 3.2.2. Probably Table 3 means Table 2 #8hen page 13).

Correct. In the revised version, Table 1 has besamed Table 7, thus Table 2 (wrongly named
Table 3) has been renamed Table 1.

On line 26- 28 (page 13) is described the matchieigveen SEVIRI and AMSU rain product. It
seems that the rain value estimated over an anggngabetween 200 km2 (at nadir) and 1000 km2
(on the edge of the swath) is assigned to a SEWiRAI of around 25 km2 in the considered area.
This implies a number of assumptions on the rdirdiphtial and temporal structure that are not
usually verified in real rain.

A.C.

The collocation of PEMW-derived RR values in thev#8 grid is now described in Section “2-
Instruments and data” approximately at line 25 agepl3677, as follows:

“The PEMW RR value is assigned to the SEVIRI piaely when the latter is entirely enclosed in
the corresponding AMSU-B/MHS FOV. PEMW rain ratéwes are re-sampled on the SEVIRI grid
calculating the area of each AMSU-B/MHS FOV on blasis of the orbital parameters described in
(Bennartz, 2000). The temporal matching is caroatlconsidering a maximum difference of 7.5
minutes between the acquisition time of the SE\fiRReél and that of the AMSU/MHS FOV.”

Table 6 has to be better introduced and discusstiteitext, and the caption should be rewritten
accordingly.
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A.C.

Table 6 is now split into two tables: Tables 5 @&nlist the features to be used during daytime and
night-time, respectively. The captions of Tablearsl 6 have been re-written so to be clearer. A
description of Tables 5 and 6 is now added at tlieod sub-section 3.2.2 as follows:

“The features chosen as components of the feateceonx related to daytime and night-time
acquisition are listed in Table 5 and Table 6, eefigely. The features used over land and over sea
are the same, but in some cases they vary foréifteeloud classes, e.g. the max value of the ASM
is very useful in order to determine the confidetic a low/middle cloud is precipitating, but its
discriminatory power is not so high as to indivitughe precipitating high thick clouds. On the
contrary, the minimum and maximum values of Entfomean and Contrast give an useful
contribution in detecting botight-to-moderate-rainyclassand heavy-to-very-heavy-raimyass for

all the cloudy classes.”

Section 4. A good validation practice requires tinat datasets used for calibration and validation
are independent. In the work reported in this papseems this condition is not satisfied forta#
considered cases. Comparing table 2 and table @,dat of 11 cases (29/09/09, 23/06/10, 04/08/10
and 10/10/10) the satellite overpasses used fodatadn are very close to the slot used for the
calibration, and this should be avoided. | suggestemove the mentioned cases from the
validation, and to add more slots of the other €ase

A.C.:

Agreed. Although some training and validation samaphave been acquired on the same day, the
Solar Zenith Angle (SZA) ranges of the training aatldation samples are different. Consequently,
the cases study of 29 September 2009 at 13:00UTC28nJune 2010 at 15:00UTC were not
classified by using the training samples acquiredhe same day.

In detail, we agree on removing the case relatédtt®ctober 2010 at 19:30 UTC because it is very
close to the training samples related to the saaye ltlt we would rather leave the other cases for
validation purposes:

e 29 September 2009 at 13:00UTC: the training sammtded to 29 September 2009 at
17:00UTC have not been used as training sampledagsify the SEVIRI observations
acquired on 29 September 2009 at 13:00UTC becaeseSZA ranges do not correspond
(for the samples acquired at 13:00 UTC SZA<58°|evtuir the ones acquired at 17:00UTC
SZA>800);

e 23 June 2010 at 15:00UTC: the SZA ranges for thi@itrg and validation samples related
to 23 June 2010 are different, in fact the samptapiired at 15:00UTC for validation are
characterized by a SZA>48°, while those acquirel&i2UTC have a SZA<35°.

Moreover, the AMSU-B/MHS passes on 29 Septembe® 2005:16UTC, 4 August 2010 at 12:26

UTC and 14:46 UTC, 21 February at 13:10 UTC havwenbemoved from Table 2 because they
were used only to carry out the test dataset axiled in sub-section 3.2.2 of the revised version.
In fact, the AMSU-B/MHS passes used to build bodining and test dataset were wrongly listed in
Table 2 without distinction. This point was not &iped in depth in the previous version.

Table 2 is now renamed Table 1 and has been mddifighe basis of the above considerations.

In table 7 the last column title is “satellite opass time”, but the number reported in the column

are probably the nominal time of delivery of the\@RI slot. Since the SEVIRI starts scanning the
earth from the South, the Mediterranean regiorcased few minutes before the end of the scan,
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at 12, 27, 42 and 57 minutes every hour. In tHietahould be reported the real scan time of the
Mediterranean region.

A.C.

Correct, the time reported in the column is the madntime of the acquisition of the SEVIRI slots.
Following your suggestion, it has been changedcatdig the real scan time of Mediterranean
region, that ends approximately 2 minutes befoeeetind of the scan.

The accuracy indicator is of a very limited meanimg@valuating the technique performances, since
it includes the number of correct negatives, whghalways very high, and can be arbitrarily
increased by enlarging the considered area. Sae esample table 8 and figures 2, 3 and 4.

A. C.:

Agree. The accuracy indicator is highly influendsdthe number of corrected negatives, because of
this the other statistical scores (HSS, POD, FAR Bras) are considered. Moreover, in order to
increase the number tie light-to-moderate-raingamples and thikeavy-to-very-heavgamples,

we have enlarged the validation dataset by addimgendaytime and night-time scenes and
choosing cases study characterized by more comeestients both during daytime.
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