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Abstract

A transient, mixed analytical-numerical model of hillslope hydrological behaviour is used to study the patterns of infiltration,
evapotranspiration, recharge and lateral flow across hillslopes. Computational efficiency is achieved by treating infiltration and
phreatic surface movement analytically. The influence of dynamic coupling of the saturated and unsaturated zones on the divi-
sion of hillslopes into units of distinct hydrological behaviour is analyzed. The results indicate the importance of downhill
groundwater flow on the lateral distribution of soil moisture and hydrological fluxes; unsaturated lateral flow is shown to be of
relatively minor importance. For most conditions, the hillslope organizes itself into three distinct regions; an uphill recharge and
a downhill discharge zone separated by a midline zone over which there is, on average, no recharge or discharge. A temporal
perturbation analysis of the phreatic surface, made to quantify the deviations between the equivalent-steady water table derived
by Salvucci and Entekhabi (1995) and the long-term mean water table, shows that the equivalent-steady water table effectively
couples the unsaturated and saturated zone dynamics across storm and interstorm periods and divides the hillslope into distinct
hydrological regions. The second order closure terms in the perturbation analysis, expressed as the gradient of water table vari-

ance, quantify the deviations and tend to make the hydrological zones relatively less distinct.

Introduction

Spatial heterogeneity of the soil water states and fluxes
along the land surface may be caused by: 1) spatial varia-
tion of the soil and vegetation characteristics, 2) spatial
variation of the atmospheric boundary conditions such as
precipitation and potential evapotranspiration and 3) lat-
eral topographic redistribution of water. Peck ez al. (1977),
Milly and Eagleson (1987), Kim and Stricker (1996), and
others studied the impact of the first two sources of het-
erogeneity on the areally averaged water budget using
Monte Carlo simulations. Beven and Kirkby (1979),
Sivapalan et al. (1987), Salvucci and Entekhabi (1995),
Dawes ¢t al. (1997) and many others have studied the
mechanisms through which lateral redistribution along
hillslopes affects the partitioning of rainfall into surface
runoff, evapotranspiration and groundwater runoff. In
contrast to the statistical nature of soil and vegetation het-
erogeneity, lateral redistribution is due to topographic con-
trols and contributes to the spatial variability of
hydrological fluxes in a structured manner. Such deter-
ministic contribution to the total heterogeneity of soil
moisture and hydrological fluxes has significant implica-

tions for the upscaling and aggregation of hydrological
processes.

Freeze and Witherspoon (1968) recognized that the
shape of the phreatic surface and the conditions in the
unsaturated zone are mutually dependent. Infiltration and
evapotranspiration are related to the water table depth, and
the recharge of the groundwater depends on the partition-
ing of rainfall over infiltration and surface runoff and, in
return, of infiltration over evapotranspiration and deep
percolation.

Salvucci and Entekhabi (1995) analyzed the impact of
this mutual interdependence on the spatial structure of
hillslope hydrological processes by extending to two
dimensions the statistical-dynamical point water balance
model of Eagleson (1978a). They solve the groundwater
flow system on rectangular sloping domains subject to the
long-term average percolation from and capillary rise to
the unsaturated zone. The unsaturated zone model in
Salvucci and Entekhabi (1995) expresses these mean verti-
cal hydrological fluxes as a function of soil and climate
parameters as well as of the long-term position of the water
table. The resulting equivalent-steady state system solved
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by Salvucci and Entekhabi (1995) indicates the importance
of groundwater-surfacewater interaction in determining
the spatial structure of hydrological fluxes. For example,
downhill riparian zones that evaporate at the potential rate
much longer than uphill areas arise because of downslope
lateral groundwater flow that occurs under a midline
region of zero mean recharge, similar to the field observa-
tions of Toth (1966). This study considers a similar prob-
lem as Salvucci and Entekhabi (1995), except that here
there will be constructed and deployed a fully transient
saturated/unsaturated model of hillslope hydrological
behaviour. With this model the role of transients and lat-
eral unsaturated flow on the organization of recharge and
discharge zones will be examined. Furthermore the devia-
tions between the equivalent-steady and temporal-mean
water table will be quantified.

While inclusive models of coupled saturated/unsatu-
rated water flow exist in the literature (e.g. Freeze, 1971;
Paniconi and Wood, 1993), a mixed analytical-numerical
model is presented here. In this hybrid approach, the com-
putationally most intensive processes at the boundaries of
the domain (infiltration and movement of the phreatic sur-
face) are treated analytically. In a similar approach, Smith
and Hebbert (1983) used kinematic wave theory to
describe downward unsaturated flow in response to storm
events. However, since kinematic waves travel in one
direction only, their model does not account for upward
capillary flow from the ground water which may be
induced by interstorm evaporation periods.

Below, the unsaturated and saturated flow equations
that constitute the backbone of the model are presented as
well as the initial and boundary conditions. The numeri-
cal methods and the analytical treatment of the processes
that are computationally most demanding are outlined
afterwards. For a simple geometry hillslope, the model is
used to examine the dynamics of saturated and unsaturated
zones and to study the development of hydrological
regions with distinguishing characteristics.

Flow equations and their numerical
implementation

FLOW EQUATIONS

The simple hillslope (with slope angle ¢) shown in Fig. 1
consists of an unsaturated and a saturated domain, sepa-
rated by the phreatic surface. The soil surface and the
impermeable layer are the upper and lower boundaries of
the unsaturated and saturated zones respectively. The
coordinate system has an y-direction parallel to the imper-
meable layer and a z-direction normal to it. The origin is
taken at the most downhill location of the impermeable
layer. The soil depth is indicated by 2z, and may vary with
x. In the model, fluxes towards the origin are taken as
being positive, as illustrated in Fig. 1.
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Fig. 1. Schematic overview of the hillslope model domain and bound-
ary conditions. The inset shows the lower boundary in case of a chan-
nel. The symbols are outlined in the text.

UNSATURATED DOMAIN

The Darcy fluxes in the x and z direction for an isotropic
unsaturated medium take the form

= /e(e)( +sin ¢) 1)
e Ie(G)( + cos ¢J )

where £ is the hydraulic conductivity, @ is the volumetric
moisture content and Y is the soil matric head. Anisotropy
may be accounted for by distinguishing between k£, and k..
Combination of (1) and (2) with the mass conservation
equation yields the two dimensional Richards equation
which, after addition of a sink term U for water uptake by
plant roots, is written as

89(1//) [ [/e(e) +sin ¢H
+ . [k(e)( + cos ¢ﬂ +U (9)}

The soil hydraulic characteristics &y) and k(6) are
described according to Van Genuchten (1980):

(€)
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where s is the saturation degree, ag, /, 71, are parameters,
ks is the saturated conductivity, and n2 = 1 — (1/a1).
Water uptake in the root zone of depth z; — 2, is mod-
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elled as a function of potential evaporation (E,) and mois-
ture content as: ’

EP
wm={mm%% 5, <z<z )
0 0<z<z
where
1 0, <6<80,
B = %%{: 6,<6<80, 8)
0 0<6<86,

with 6, and 6, the critical and wilting point moisture con-
tents respectively (Feddes, 1978). Because the principal
state variable of the model is the volumetric moisture con-
tent, transpiration efficiency is expressed in terms of 6
rather than Y. The root density is assumed to be uniform
over the depth of the root zone, but other distributions
may be easily implemented. The total evapotranspiration
is obtained through integration of the water uptake U over
the depth of the rootzone.

SATURATED DOMAIN

When neglecting saturated flow in the z-direction (Dupuit
assumption), one-dimensional saturated lateral flow in the
x-direction, Q, is given by the Boussinesq equation

O, = khcos ¢(% + tan ¢] &)

where £ is the height of the phreatic surface above the
impermeable layer as depicted in Fig. 1. Irregularities of
the impermeable layer can be taken into account easily by
replacing % in Eqn. (9) with 2 — 2z, where z; indicates a
local deviation from the z = 0 level.

Applying the continuity principle, the time rate of
change of the phreatic surface is given by

h_, 2 o
S, (%, I)E =y, 5 (/esh cos ¢|: 5 + tan ¢D (10)

where S, stands for the specific yield, i.e. the empty pore
space available to water storage above the water table. In
the forthcoming section on the analytical treatment of the
phreatic surface, a solution to the problem of specifying
values for S}, is presented. Recharge 4, is given by the one-
dimensional Darcy flux that is dependent on the soil mois-
ture profile:

(1D
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z=h

From these governing equations, the saturated and
unsaturated zones are coupled through the recharge flux
(11) and continuity of the pressure profile (i.e. Y= £ at the
water table). Since the strongest flow-inducing gradients

are vertical in the unsaturated zone, lateral variations in
hydrological conditions are governed mainly by saturated
lateral flow (9) and the coupling in (11). Therefore, realis-
tic treatment of the spatial heterogeneity of hydrological
response in sloping areas requires the consideration of the
entire coupled saturated-unsaturated system represented
by the governing equations (1) through (11).

INITIAL AND BOUNDARY CONDITIONS

To solve the above equations, initial and boundary condi-
tions need to be specified. Unless the initial conditions are
known exactly, they are chosen arbitrarily and the model
is allowed to spin-up to ensure that their effect is dimin-
ished.

In the case of a rainfall event, the upper boundary con-
dition for the unsaturated domain switches from flux to
head controlled infiltration whenever the soil surface is sat-
urated and is no longer capable of absorbing all the rain
falling on it. From that time onwards, a water layer devel-
ops at the surface, running downhill (infiltration excess
runoff g;.). If the phreatic surface reaches the ground sur-
face, it acts as an impervious layer and all rain falling on
it is removed as saturation excess overland flow g;.
Mathematically, the infiltration rate i is given by

P(z) V(x,2,1) <0
i(x, 1) = @@g+am@L_ Wiz, H=0 (12)

0 h(x, 1) = z,(x)

Note that (12) neglects the small positive pressure due to
ponding at the surface. To resolve the infiltration process
using a numerical solution of (12), high resolutions in
space and time would be necessary (of the order of mil-
limeters and seconds respectively). An analytical treatment
of infiltration has, therefore, been adopted which will be
discussed later.

The lower boundary condition for the unsaturated flow
domain, which makes up the upper boundary condition for
the saturated domain, is the atmospheric pressure at the
phreatic surface

w=0 2=k (13)

The last two boundary conditions for the unsaturated flow
domain are the no-flow conditions at the vertical uphill
(divide) and downhill (valley) boundaries

) {Mm<zSAW)
sin ¢

Mxy) < z < z(x1)

W __

14
E» (14
As for the unsaturated zone, no saturated flow is allowed
at the divide and, because of hillslope symmetry, in the
valley:

oh

— = —tan¢

=0,
ox v

x=1x, (15)
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When, at the downhill boundary, a channel with an eleva-
tion zp is present in which a water level %, is maintained
(see inset Fig. 1), (15) is replaced by

h=z+h x=0 (16)

A seepage face is adjacent to the downhill boundary when
the groundwater reaches the soil surface. The uphill
boundary of the seepage face depends on the transient flow
conditions:

h=2z(x) 0<x<ux.() (17)
where xris the most uphill position where the seepage face
is present. The numerical treatment of the seepage face is
discussed later.

Model formulation

The objective of the model requires two conflicting condi-
tions to be satisfied. Accurate numerical solution of the
system of transient nonlinear equations can only be
achieved by using a high resolution in both space and time.
A high resolution discretization, however, is computation-
ally intensive and would prohibit long time integrations of
the model. To compromise both requirements, the com-
putationally most demanding processes, transient infiltra-
tion (12) and movement of the phreatic surface (10) are
treated analytically while the other processes within the
computational domain are solved numerically over a dis-
crete grid.

NUMERICAL IMPLEMENTATION

The equations (1), (2) and (9) are approximated using their
finite difference form. Interblock conductivities for the
unsaturated fluxes are taken as the geometric mean of the
neighbouring cells and, for the saturated fluxes, the arith-
metic mean is used. Zaidel and Russo (1993) present a
more accurate estimation of the unsaturated interblock
conductivities which improves the accuracy of numerical
solutions, especially for infiltration into dry soils. In the
present model, however, the infiltration is treated analyti-
cally, thereby reducing the possible improvements of using
more advanced weighing schemes. Solution of (3) uses an
explicit finite difference scheme in time, whereas (10) is
treated analytically, as will be explained shortly.

ANALYTICAL FORMULATION OF INFILTRATION

The method used to estimate infiltration fluxes accounts
for intervals of low rain rates, during which a ponded sur-
face unponds temporarily and soil moisture redistributes.
In the following, the treatment of switching from
unponded to ponded infiltration is outlined.

As indicated in (12), when the phreatic surface reaches
the surface (4 = z;) all rainfall is removed as saturation
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excess runoff g,. Otherwise, given a vertically uniform
moisture content 6; at the beginning of a rainfall event ¢;
the method predicts the ponding time f, at which the
boundary condition (12) switches from flux controlled to
head controlled. Mathematically, the dnfiltration flux is

i) = {min{P(t‘), L)} h<z,

0 h=z, (18)

where the head controlled infiltration #; rate, corrected for
the slope angle, is given by Smith ez /. (1993) as

w0 = 1| coag+ [cxp( 2[:'“'"(;) 2—(:;9,.):]@) _ 1}

19)

in which

S%0,) = 26, - 6)) j ” D(9)do
o (20)

where

D(6) = K(0)(dy/d0) S is sorptivity and *™(¢) denotes the
cumulative infiltration since the beginning of the storm
event (Kutilek and Nielsen, 1994). Except for very high
initial moisture contents, £(0,)t < ™ and is neglected.

In (18) infiltration #“™(¢) accumulates from any pattern
P(t) (P> k) until the rainfall rate encounters the curve
in(t) (at t = 1,), after which /"™ accumulates from #(z).
This behaviour is based on the time compression approx-
imation (TCA). TCA essentially uses cumulative infiltration
as a surrogate for time, which is explicit in (19).

Due to the transient nature of the model, the condition
of a uniform initial profile is generally not met. Water
uptake by roots, however, tends to homogenize the mois-
ture profile in the root zone, thereby relaxing the severity
of the assumption. Roots are sinks farther away from the
surface boundary sink (surface evaporation). With roots,
the soil moisture profile tends to become more uniform
with depth rather than decreasing monotonically towards
the surface. In the model, sorptivity S is determined using
the soil moisture status of the grid cell closest to the soil
surface.

ANALYTICAL TREATMENT OF THE PHREATIC
SURFACE DYNAMICS

The height of the groundwater table determines to a great
extent the lateral water fluxes as well as the moisture
profile and vertical fluxes in the unsaturated zone above it.
Hence, the location of the phreatic surface needs to be
determined with considerable accuracy. To keep track of
the phreatic surface while using a coarse vertical dis-
cretization, a simple analytical treatment has been adopted
that allows for subgrid movement. The method described
below replaces the numerical solution of (10) at the water
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Fig. 2. Diagram explaining the updating of the phreatic surface
going from t to t + At. The height of the hydrostatic region is indi-
cated Oz.

table interface, thus replacing the need to define the (prob-
lematic) specific yield (S}).

Consider the vertical cross-section in Fig. 2. A region
above the phreatic surface of height 8z is assumed to be in
hydrostatic equilibrium with the groundwater table, i.e.
¥ = h— z. Any flux going into or out of this relatively very
moist region is assumed to equilibrate instantaneously with
the phreatic surface, because the hydraulic conductivity is
high. The height of the hydrostatic region (Az < dz < 24z)
at any location x and time r+A¢ can be solved implicitly by
formulating the mass balance at time # for the two grid
cells containing the phreatic surface and the hydrostatic
zone:

0
(Qaz- 840, + [ 6y = 242 - 52,

t le— 4 —le’
+f&‘ e(w)dv/+[QJ(x+2 )AxQ(x z )JA;

+q, At

@n

The left-hand-side terms of (21) represent the total water
stored in the two grid cells at time 7 + Az. The right-hand-
side terms represent the sum of the storage at time ¢, the
time-step net lateral flux to the grid cell, and the time-step
recharge from above. As indicated in Fig. 2, the recharge
flux 4% is determined via (2) at the top of the hydrostatic
zone rather than right at the phreatic surface as suggested

by (11).

In case the hydrostatic zone moves into another grid
cell, 8z*4 can be determined implicitly by formulating
the mass balance for three grid cells. Since no analytical
integration of &) in (4) is possible, &) is assumed to be
linear for the short distance -8z ” v ” 0:

J-O O(y)dy = wgz
5 2 (22)

This assumption introduces little error as long as dz is
smaller than the height of the capillary fringe, the zone
above the water table that is close to saturation. Because
Oz < 2 Az, the error in the above linearization is thus small
when the vertical grid distance z is chosen to be smaller
than half the height of the capillary fringe. Troch er al.
(1993) in their Eqn. (18) provide a closed mathematical
formulation that may be used in place of this approximate
approach.

The rise of the phreatic surface is determined by the
length of the time step At. To prevent large changes of the
phreatic surface, the length of a time step is restricted. For
the time steps used for the computations in this paper
(< 10 min), the movement of the phreatic surface is small
in comparison to the height of a grid cell.

When the phreatic surface comes close to the soil sur-
face (b > z; — 2Az), the hydrostatic zone is assumed to
extend up to the soil surface. The limited empty pore
space available for water storage then causes the phreatic
surface to react in a very pronounced way to small
amounts of water that are either extracted or supplied.
When the phreatic surface reaches the soil surface, a seep-
age face develops.

TREATMENT OF THE SEEPAGE FACE

In the absence of rain, flow out of the seepage face is
described as the divergence of the lateral saturated flow
minus the actual evapotranspiration over the seepage face:

Qx+1Ax) - Q (v~ A%)
Ax

gys(x) = —-E(x) (23)
In the case of the seepage face at the bottom of a rectan-
gular hillslope layout, (dk/dx) = 0 and (dQs/dx) = 0
accordingly, except for the downslope boundary. There-
fore, over a seepage face of length xy = nAx (where n 2
1), water seeps out only at the most downhill grid
(n = 1). This is an artifact of the Dupuit assumption.
Because over the seepage face the evapotranspiration
occurs at its potential rate, the seepage outflow, averaged
over the entire hillslope, amounts to

= 200) = Q0 = Epnas b

XL
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Case studies for simple hillslopes

Hillslope hydrological behaviour arises because of the
complex interaction of many processes. In the remainder
of this paper, application of the model to a simple refer-
ence case is used to examine the saturated-unsaturated
zone interactions that yield distinct hydrological zones
across the hillslope. For an analysis of the impact of vari-
ous climate, soil and geomorphologic properties, the reader
is referred to sensitivity studies in Salvucci and Entekhabi
(1995) and Kim (1995).

SPECIFICATION OF CLIMATE, SOIL, GEOMORPH-
OLOGY AND VEGETATION PROPERTIES

Simulation of the hillslope hydrological behaviour using
the proposed model requires specification of the initial and
meteorological boundary conditions, the soil hydraulic
parameters, the geomorphological layout and the vegeta-
tion characteristics. The initial conditions were chosen
arbitrarily and the model was integrated for one year prior
to the collection of the simulation diagnostics.

Climate forcing and soil hydraulic parameters

The intermittent atmospheric forcing is modelled as a
Poisson arrival process of rectangular rainfall pulses inter-
spersed with periods of constant potential evapotranspira-
tion intensity (Eagleson, 1978b). A climate is specified
entirely by the mean rainfall intensity, yfs, ], mean rain-
fall duration yf#;], and mean interstorm duration U[z].
The semi-humid parameters listed in Table 1 are defined
by Salvucci and Entekhabi (1995) to represent an inter-
mediate case of soil- versus climate-limits on hydrological
fluxes.

For the soil hydraulic properties (4)(6), the parameters
of the loam soil, reported by Kim and Stricker (1996), are
specified in Table 2.

Table 1. Parameters of the Poisson rectangular pulses
model for rainfall and potential evapotranspiration for
the arid, semi-humid and humid climate according to
Salvucci and Entekhabi (1995).

Parameter Semi-Humid
Hl 4] [mm d1] 50.7

Ml 2] [d] 0.25

ul;] [d] 3.4

E, [mm d] 33

Derived Statistics
Mean Precipitation P [mm d-!] 3.3
Mean Potential Evaporation E, [mm d™'] 3.1
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Table 2. Van Genuchten (1980) parameters for the loam
soil.

agf [m] kFmd'] m / 6 6,
1.03 0.043 31 16 035 0.05

GEOMORPHOLOGICAL PARAMETERS AND
GEOLOGIC CONTROLS

For simplicity and to compare the time-mean of the tran-
sient results with the equivalent-steady results of Salvucci
and Entekhabi (1995), the analysis in this paper uses a sim-
ple hillslope (Fig. 1). It consists of a rectangle of soil on
top of impermeable bedrock. The soil depth z is constant
over the entire domain, as is the slope angle ¢. The hill-
slope is supposed to form half of a symmetrical valley,
such that the boundary at ¥ = 0 can be taken as a no-flow
boundary.

Note that for the rectangular hillslope layout and the
Dupuit assumption in (9), seepage flow can occur only at
the most downhill grid. The average seepage flow out of
the hillslope is then given by (24). In reality, the flow is
two-dimensional, the groundwater flow lines bend towards
the surface and seepage is not restricted to the most down-
hill grid only.

Vegetation parameters

Root extraction in (7) and (8) is completely defined by the
depth of the rootzone (z; — z,) and the values of 6, and 6,.
The vegetation fully covers the soil surface across the hill-
slope. Bare soil evaporation is not treated explicitly; it is
assumed that transpiration dominates the total evapotran-
spiration. The value of (2; — 2,) used in this study is 0.2
meters. The values of 6, and 6, are given by (4) evaluated
at ¥ values of -5 m and —160 m respectively (Feddes,
1978). This implies that the amount of water available for
transpiration depends on the soil hydraulic properties.

Numerical implementation

The horizontal node spacing Ax = 1 m is used for all cases.
The vertical node spacing is taken as Az = 0.1 m. The time
step At = 6 min was chosen to prevent significant mass
balance errors. The results presented here reflect time
integrations over ten years, excluding a one year spin-up
period to eliminate the effect of the arbitrarily chosen ini-
tial conditions. The storage change over this period is very
small compared to the other terms in the water budget and
is therefore neglected. Additional cases are reported by
Kim (1995).

Results and discussion

The time-means of the dynamic hillslope hydrological

response to intermittent storm and interstorm periods are
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estimated. Figure 3 shows three graphs that summarize
most of the hydrological phenomena acting on the hillslope
defined in the Reference Case. The top panel shows the
average position of the water table over the integration
period of ten years. The second panel illustrates the mag-
nitude of average evapotranspiration, recharge and surface
runoff fluxes, normalized by the average rainfall. The third
panel shows the lateral saturated and unsaturated flow.
Going from the divide in the downhill direction to the val-
ley, three regions can be distinguished.

In the uphill region (+ 30 m =< » < 75 m), the water
table resides at relatively great depth, which prevents
significant capillary rise and causes large storage capacity
in the unsaturated zone. As a result, evapotranspiration
and surface runoff fluxes are relatively small, resulting in
a net recharge flux to the saturated zone (see Fig. 3a). This
recharge causes the groundwater flow to increase downhill
which in turn forces the water table to rise relative to the
bedrock. Note that the mean evapotranspiration as a frac-
tion of the mean rainfall Pis (.70, equivalent to a fraction
of the mean potential evapotranspiration E, of 0.75. On
average, this points to considerable soil control on evapo-
transpiration (as opposed to available energy limitation)
over this region.

The midslope region (+ 15 m < » =< 30 m), is charac-
terized by a groundwater table being nearly parallel to the
surface (dh/dx = 0). By virtue of (9), the average ground-
water flow is relatively constant (Fig. 3c) and the average
recharge in this zone is close to zero accordingly (see Fig.
3b). Although significant transient negative and positive
recharge fluxes do occur, rainfall is partitioned mainly over
evapotranspiration and surface runoff. Consistent with
hydrogeological literature, this zone is called midline here-
after.

Near the valley (0 m < x < * 15 m), the water table
approaches the surface because of the no-flow boundary
condition at ¥ = 0. The small storage capacity causes large
surface runoff fluxes while large evapotranspiration fluxes
during interstorm periods can be maintained because of
capillary rise (negative recharge or discharge) from the
phreatic surface (Fig. 3b). The amount of groundwater
discharge through the seepage face is small (<1% of
annual precipitation). The infiltration excess runoff mech-
anism is of little significance (also <1% of annual precip-
itation) for this combination of climate and soil hydraulic
properties and virtually all surface runoff results from rain
falling on saturated areas (20% of the annual rainfall). The
numerical model exhibited about 4% error in total mass
balance for the hillslope over the period of integration.

Qualitatively, this three zone structure is similar to the
field observations of Toth (1966) and to that produced and
analyzed using the statistical-dynamical model of Salvucci
and Entekhabi (1995).

Finally, Fig. 3(c) shows the small amount of total mean
unsaturated lateral flow 0, = f;sqjc(z)dz relative to saturated
lateral flow. Except for a small uphill region, where satu-
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Fig. 3. Ten year average results of the Reference Case: (a) Height
of the phreatic surface h above the bedrock , (b) time average
evapotranspiration E, recharge §;, and total surface runoff §; (= ;;
+ i) fluxes normalized by rainfall, and (c) magnitude of the
mean lateral saturated flux Q; and the mean lateral unsaturated

Slux Q.

rated flow is small, unsaturated lateral transport is nearly
two orders of magnitude smaller than that in the saturated
zone. Downhill, lateral transport in the unsaturated zone
decreases because the phreatic surface becomes closer to
the soil surface. Kim (1995) reports similar tests for hill-
slopes with varying soil types, geomorphologic and climate
parameters, and soil anisotropy. The results generally
confirm that the downslope spatial distributions of surface
soil moisture and surface hydrological fluxes are clearly
dominated by the two-way coupling of the saturated and
unsaturated zones and by the groundwater lateral redistri-
bution on hillslopes.

Mechanisms inducing midline region Equation (10)
describes the dynamic behaviour of the phreatic surface
and is taken as a starting point for the discussion. Firstly,
the arguments put forth by Salvucci and Entekhabi (1995),
describing the maintenance of the midline under equiva-
lent steady conditions are reviewed. Next, the effects and
impacts of transients are explored.
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