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Abstract. Deep learning models are increasingly being ap-
plied to streamflow forecasting problems. Their success is in
part attributed to the large and hydrologically diverse datasets
on which they are trained. However, common data selection
methods fail to explicitly account for hydrological diversity
contained within training data. In this research, clustering is
used to characterise temporal and spatial diversity, in order
to better understand the importance of hydrological diver-
sity within regional training datasets. This study presents a
novel, diversity-based resampling approach to creating hy-
drologically diverse datasets. First, the undersampling pro-
cedure is used to undersample temporal data and to show
how the amount of temporal data needed to train models can
be halved without any loss in performance. Next, the proce-
dure is applied to reduce the number of basins in the train-
ing dataset. While basins cannot be omitted from training
without some loss in performance, we show how hydrologi-
cally dissimilar basins are highly beneficial to model perfor-
mance. This is shown empirically for Canadian basins; mod-
els trained on sets of basins separated by thousands of kilo-
metres outperform models trained on localised clusters. We
strongly recommend an approach to training data selection
that encourages a broad representation of diverse hydrologi-
cal processes.

1 Introduction

Floods constitute a major threat to populations and infras-
tructure and are projected to increase in severity due to
climate change and urbanisation. Flood early warning sys-
tems (FEWSs), which rely on models that predict stream-
flow, provide advanced notice of flood risk and are consid-

ered amongst the best ways to mitigate flood damage. Many
Canadian communities lack any sort of FEWS, making them
vulnerable to flood damage. Over the past 3 decades, ma-
chine learning (ML) models have been increasingly applied
for streamflow prediction, and they currently have significant
potential for improving the accuracy and coverage of FEWSs
in flood-prone regions. Recently, several large-sample stud-
ies have shown that ML models can consistently outperform
traditional, physics-based hydrological models (Mai et al.,
2022; Arsenault et al., 2023a; Kratzert et al., 2019b), which
underscores their proficiency for FEWSs.

ML model development has typically followed the same
format as physics-based models, in that a single model is pa-
rameterised and calibrated on an individual basin, which is
referred to as a locally trained model. The work by Kratzert
et al. (2019b) demonstrated that the accuracy of ML mod-
els can be improved by training a model on a set of basins
rather than an individual basin, which is referred to as a
regionally trained model. Regional training relies on deep
learning architectures such as long short-term memory net-
works (LSTMs), which have recently surged in popularity
for streamflow forecasting applications and are considered
to be state of the art (Fang et al., 2022). Recent advances in
regional learning have focused on improvements to model
architectures (Nevo et al., 2022; Girihagama et al., 2022)
and benchmarking against traditional physics-based models
(Lees et al., 2021; Arsenault et al., 2023a).

Broadly speaking, physics-based and ML hydrological
models benefit from diverse training data, which improves
their performance for unseen future conditions. Locally
trained models are only provided with temporally diverse
data at a single point in space. In contrast, regionally trained
models have been empirically shown to outperform locally
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trained models in several studies (Kratzert et al., 2019b;
Zhang et al., 2022), and their success is in part attributable to
the spatial and temporal hydrological diversity contained in
the multi-basin datasets on which they are trained (Kratzert
et al., 2019b).

However, there is currently little guidance on optimum
basin (spatial) selection of training data for these mod-
els. Often times, models are trained on complete large-
sample datasets such as those included in the Caravan dataset
(Kratzert et al., 2023). However, with increasingly large and
global hydrological datasets, it is not always practical or fea-
sible to train on all available data, especially when conduct-
ing computationally expensive tasks such as hyperparame-
ter selection, which is required to achieve optimum model
performance, or creating multimodel ensembles. Therefore,
there is a need for improved guidance on efficient methods
for training data selection to maximise model performance
and generalisation. Many of the deep learning advances in
hydrology (e.g. Kratzert et al., 2019a, Klotz et al., 2022,
Lees et al., 2022, and Gauch et al., 2021a) have utilised well-
established large-sample basins (see Caravan (Kratzert et al.,
2023) and the datasets therein). Canada is a country with
a diverse hydrological landscape, characterised by coastal
regions, mountains, urban areas, and exposed rock in the
form of the Canadian Shield. The effectiveness of regionally
trained models has not yet been well established on highly
diverse Canadian basins.

When training a model to predict streamflows in some re-
gion of interest, the goal is to select the most relevant spa-
tial and temporal data while avoiding data that have either
no impact or a negative impact on model performance. Un-
supervised clustering has been used in previous studies as
a data-driven approach to identify spatial and temporal di-
versity within a training dataset (Toth, 2009; Kratzert et al.,
2024). The application of clustering as a means to identify
spatial and temporal diversity is in itself nothing new. Many
studies, which are reviewed below, have applied clustering
to spatial and temporal data as a means to quantify hydro-
logical diversity. However, the treatment of hydrological di-
versity generally follows one of two approaches: it is used
to generate either hydrologically diverse datasets or datasets
with homogeneous hydrological conditions. The former aims
to generalise models to a wide range of conditions, promot-
ing balanced performance and good generalisation, while the
latter aims to simplify the learning problem, improving per-
formance in similar conditions. Both approaches have been
used successfully for temporal streamflow clustering. Anctil
and Lauzon (2004) applied a self-organising map (SOM) to
streamflow data in a single basin to create a training dataset
with a balanced representation of diverse hydrological states.
In contrast, Toth (2009) used an SOM to classify stream-
flow into homogeneous subsets, on which individual mod-
els are trained and combined in a modular format. Their ap-
proach was found to improve overall prediction accuracy,
which can be attributed to the error diversity of the col-

lection of trained models. Snieder et al. (2021) partitioned
streamflows into typical streamflows and high streamflows,
in order to undersample typical streamflows and oversample
high streamflows, which is found to improve performance
for the latter, which is desirable for FEWS applications. The
same motivation has led to numerous applications of clus-
tering on basins, particularly in regional training schemes.
For example, Gauch et al. (2021b) showed that implicitly in-
creasing hydrological diversity of regional training datasets,
by iteratively increasing the number of basins, as well as
the amount of data in each basin, improves model general-
isation. However, the study does not explicitly quantify hy-
drological diversity, in part due to the absence of a widely
agreed upon metric for hydrological similarity (Oudin et al.,
2010). However, other studies have used clustering to esti-
mate hydrological diversity, such that basin selection can ex-
plicitly account for hydrological diversity. These cases tend
to use some form of clustering (either supervised or unsuper-
vised) to quantify the hydrological diversity within training
data and the effects it has on model generalisation. Zhang
et al. (2022) appliedK-means clustering to a set of 35 moun-
tainous basins in China based on hydroclimatic attributes,
finding that a model trained on all available basins typically
outperformed those trained on individual clusters. Hashemi
et al. (2022) applied a similar approach by classifying basins
into distinct hydrological-regime-based hydrometeorological
thresholds. As done in Zhang et al. (2022), their study com-
pared locally and globally trained models, finding only minor
differences in the performance between the two. A common
problem in comparing global and locally trained models is
that these comparisons typically do not control for sample
size. As a result, the improved performance of the global
model can be impacted by the regularisation effect on the
sample size. In other words, deep learning models trained
on small datasets may be overfitted and, thus, poorly gener-
alised. Fang et al. (2022) accounted for this potential issue.
Their study used an existing “ecoregion” basin classification,
where basins were classified by the United States Environ-
mental Protection Agency, and evaluated the effects of addi-
tional training basins at three similarity intervals. Their study
showed that, counterintuitively, “far” or “dissimilar” basins
amongst the training dataset often produced greater improve-
ments in model performance when compared to the inclusion
of “close” basins. They speculate that distant basins provide
a regularisation effect. Fang et al. (2022) called for further
investigation into the effect that hydrological diversity has
on model generalisation and underlined the need for a sys-
tematic approach. Kratzert et al. (2024) characterised hydro-
logical diversity by applying K-means clustering to basin
attributes, finding that models trained on basins with sim-
ilar hydrological characteristics outperform randomly sam-
pled basin sets of the same sizes. However, in every case,
they show that LSTMs trained on hundreds of basins out-
perform those trained on smaller subsets. They also demon-
strated how regional learning improves performance for ex-
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treme events and thus for FEWSs, as the training datasets
contain a higher number of extreme events spread across all
basins. Many of these studies assume that similar basins are
most useful to one another in the context of regional learn-
ing. We challenge this assumption, and we seek to determine
to what extent hydrologically similar data are beneficial for
training.

The objective of this study is to examine the effect that
the formation of hydrologically diverse training datasets have
on model performance and generalisation. Hydrological di-
versity is quantified using clustering, which is applied sep-
arately to streamflow (temporal) and basins (spatial). This
topic is analysed throughout two experiments. In the first ex-
periment, we evaluate the effects of removing non-diverse
streamflow data from regional training datasets. The latter
test is repeated but by undersampling non-diverse basins in-
stead of streamflow values from a larger subset. In the sec-
ond experiment, we compare the effects of adding similar
and dissimilar basins to a training dataset for some region of
interest. The purpose of this second experiment is to compare
the contribution of additional basins to model generalisation
with respect to their hydrological similarity to the evaluation
set.

While numerous studies have applied clustering to stream-
flow and basins, to the extent of the knowledge of the authors,
the use of clustering to explicitly create spatially and tempo-
rally diverse training datasets is a novel approach. The out-
come of these experiments has the potential to improve meth-
ods for the creation of training datasets for regionally trained
models. This topic is investigated on sequence-to-sequence
(Seq2Seq) LSTMs for daily streamflow forecasts of 1–3 d in
Canadian basins. Basins are sampled from across Canada,
and models are trained using historic hydrometeorological
data from the past 36 years.

2 Methods and data

2.1 Input and target variables

This study uses data retrieved from the HYSETS dataset,
which contains hydrometeorological data for over 14 000
basins across North America (Arsenault et al., 2020). The
target variable, the future state of streamflow, is predicted
using dynamic and static input features. The models in this
study are autoregressive (AR), meaning past streamflow at
the target gauge is used as one of the input features (Near-
ing et al., 2022). Additional dynamic features from the HY-
SETS database include daily basin-averaged minimum tem-
perature, maximum temperature, precipitation, and snow wa-
ter equivalent (SWE), which are listed in Table 2. AR LSTMs
are used since they are more accurate than non-AR LSTMs
(Nearing et al., 2022) and since the Canadian hydrometric
network is largely available in real time. The static basin at-
tributes, which are summarised in Table S2, allow the model

Table 1. Streamflow resampling configurations in experiment 1a.
Labels denote the resampling type: number of clusters (K for CUS,
cluster-based undersampling) and resampling rage (φ).

Label Unique Samples Total samples
(K , φ) basins (per basin) (thousands)

Baseline 64 4380 280
CUSQ (K = 6, φ = 0.25) 64 1095 70
CUSQ (K = 6, φ = 0.50) 64 2190 140
CUSQ (K = 12, φ = 0.50) 64 2190 140
RUSQ (φ = 0.50) 64 2190 140

to transfer learnt information between basins. Some of the
static attributes are included in the HYSETS database, while
additional attributes are calculated based on the dynamic
time series, which generally follow those included in the
CAMELS dataset (Addor et al., 2017). The additional at-
tributes are calculated based on the time series data already
contained within HYSETS and do not rely on any exter-
nal databases. Unfortunately, there are no attributes that re-
veal whether a catchment is regulated by built infrastructure.
However, the model may still be able to learn the effects of
built infrastructure implicitly through the rainfall–runoff re-
lationship. Lastly, the input feature set also contains a one-
hot-encoded basin label (Lees et al., 2022), which enables
the model to distinguish between streamflows in different
basins. Static basin attributes are used as input features for
the streamflow forecasting model and in the basin cluster-
ing method, which are described in Sect. 2.1 and 2.5, respec-
tively.

2.2 Basin selection

This study only considers Canadian basins from the HY-
SETS database. Basins are removed if they have less than
80 % data availability within any of the training, validation,
or testing periods, which span a total of 36 years from Oc-
tober to September of 1982–1994, 1994–2006, and 2006–
2018, respectively, following the split-sample method (KLE-
MEŠ, 1986). The training partition is used to train the mod-
els, validation is used to fine-tune LSTM hyperparameters,
and the test partition is used to calculate model performance.
While records in some basins exist prior to 1982, it is im-
perative that the data used to train and evaluate basins are
from the same time period and are of a similar size. Including
records from before 1982 results in fewer basins to choose
from, which tends to reduce the hydrological variability of
the basin set. Next, some basins are removed due to miss-
ing static attributes. These criteria produce a set of approxi-
mately 2000 basins, with highly variable attributes, accord-
ing to Table 1.
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2.3 Sequence-to-sequence LSTM models

LSTM models, with a Seq2Seq architecture (Cho et al.,
2014), are used to generate forecasts at a daily resolution, at
multiple lead times. Seq2Seq models are composed of an en-
coder and decoder; the encoder transforms an input sequence
into a fixed length context vector, which is provided to the
decoder, which outputs predictions. Recently, several studies
have demonstrated the aptness of Seq2Seq models for pre-
dicting runoff at multiple lead times (Xiang et al., 2020; Gir-
ihagama et al., 2022; Zhang et al., 2022).

The Seq2Seq models in this study use hyperparameter val-
ues that are common for LSTM rainfall–runoff models. The
models in this study use a hidden layer size of 128 cells, a
dropout rate of 0.2, a batch size of 32, and Adam optimisa-
tion with a decaying learning rate of 0.001 to 0.0001 across
a total of 80 epochs. Input and output sequences of 7 and 3 d
were used, respectively. While an input sequence of 365 d
is commonly used for streamflow prediction (Kratzert et al.,
2019b; Arsenault et al., 2023b), Gauch et al. (2021b) noted
that short sequences are better suited to small basin sets and
have been used in AR models (Nevo et al., 2022).

Typically, for regional training, the error terms of individ-
ual basins are normalised based on streamflow variance of
that basin. Using the typical variance-based regularisation
applied to the cost function produces a relative increase in
weight applied to low-variance basins. While this works well
for non-AR models, AR models have a tendency to develop
an overreliance on recent streamflow observations, which can
manifest in a positive timing error (Snieder, 2019). The re-
sulting models may be barely distinguishable from the naive
model (i.e. the most recent streamflow observation). Highly
seasonal, naturalised basins are most prone to this problem,
as streamflow tends to change gradually with time; thus, a
model that outputs recent streamflow observations might be
mistakenly seen as accurate. Specialised performance met-
rics such as the persistence index (PI) are often used to iden-
tify this problem in real-time forecasting applications (Nevo
et al., 2022). This is simply because the PI normalises the
error relative to the naive model, with a PI of less than 0
corresponding to a non-informative forecast relative to real-
time observations. The same is not the case for the widely
used Nash–Sutcliffe efficiency (NSE), which can be mislead-
ingly high in the same cases (Knoben et al., 2019). For this
reason, we propose that basin persistence (i.e. mean-squared
deviation between observations at the current time and fore-
cast time) be used to regularise the cost function for region-
ally trained models. Instead of placing more weight on low-
variance basins, persistence-based regularisation places more
weight on basins that have low error between recent and fu-
ture streamflow values. Failure to do so results in models that
are not adequately trained in those basins and produces non-
informative forecasts (relative to the naive model).

In this study, basins are normalised using the formulation
proposed in Kratzert et al. (2019b) for NSE∗ but substituting

the basin variance for the persistence corresponding to the
forecast lead time. The persistence-based cost function PI∗ is
given by

PI∗ =
1
B

B∑
b=1

T∑
t=1

∑
(qt − q̂t )

2∑
(pb+ ε)2

, (1)

in which qt is the observed streamflow, q̂t is the predicted
streamflow, ε is a constant (0.1) that prevents the function
from exploding to negative infinity (Kratzert et al., 2019b),
and pb corresponds to the persistence of an individual basin
b in a set of B basins, given by

pb =

√√√√ T∑
t=1
(qt − q(t−L))

2, (2)

in which L is the forecast lead time of q̂t .

2.4 Performance metrics

Models are evaluated using two performance metrics: NSE
and PI. The NSE, given in Eq. (3), is amongst the most
widely used metrics for hydrological models and effectively
normalises the mean-squared model error based on stream-
flow variance. The PI, which is given in Eq. (4) and used in
the basin regularisation function described above, is a simi-
lar metric, but instead of normalising squared residuals using
the mean, it normalises forecasts based on the squared error
between the streamflow at the current and forecast time steps
(Kitanidis and Bras, 1980).

NSE= 1−
∑T
t=1(qt − q̂t )

2∑T
t=1(qt − q)

2
, (3)

PI= 1−
∑T
t=1(qt − q̂t )

2∑T
t=1(qt − qt−L)

2
, (4)

where q̂t is the predicted streamflow, and q is the mean ob-
served streamflow. qt−L is the observed streamflow, shifted
by the lead time L of the forecast such that it represents the
real-time observable streamflow in an operational context.
Both metrics range between −∞ and 1, with 1 being per-
fect and values less than 0 indicating performance worse than
each respective baseline.

2.5 Clustering

Clustering is a simple yet effective way to identify hydrologi-
cally diverse data for training streamflow forecasting models.
This study uses clustering to identify two forms of hydrologi-
cal diversity. First, it is applied to streamflow records of indi-
vidual basins to identify diverse streamflow conditions. Sec-
ond, it is applied to static basin attributes to identify basins
with diverse hydrometeorological attributes. Note that both
methods are independent of one another. This study uses the
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constrained K-means clustering algorithm (Bennett et al.,
2000), which allows for the specification of a minimum clus-
ter size. This avoids a problem that occurs with clustering
streamflow, which is that infrequent flood streamflows typi-
cally produce a very small cluster, constraining the number
of samples that are available when drawing an even number
of samples from each cluster (Toth, 2009).

The first application of clustering is to identify hydrologi-
cally diverse streamflows. Previous studies have applied clus-
tering to the input vectors of ML models (Anctil and Lauzon,
2004; Abrahart and See, 2000). However, such approaches
do not guarantee that streamflow is the main variable by
which clusters are discriminated. For that reason, we engi-
neer a feature set for clustering streamflow based solely on
the target streamflow data, which encourages diverse stream-
flow conditions between clusters. The engineered feature set
includes streamflow (qt ), two streamflow gradient features
(given as (qt−3− qt )/3 and qt−1− qt ), and two day-of-year
features (given as sin(2πt/365) and cos(2πt/365), where t
is the day of year, i.e. 1 to 365). While the day of year is
discontinuous between 365 and 1, the sine and cosine de-
composition offers a continuously changing pairing across
each year, which increases the likelihood of clusters spanning
from December to January. The streamflow gradient encour-
ages the representation of rising and falling limbs within the
clusters, which are not distinguishable using only the stream-
flow state.

The second application is on basins which are clustered
based on their static attributes. Due to the large number
of features (39) and collinearity between features, principal
component analysis (PCA) is used to reduce the feature set to
eight principal components. Names and statistics of the static
attribute set are provided in Table S1 in the Supplement.

Both clustering applications are used to inform a simple
resampling procedure that aims to maximise hydrological di-
versity. The cluster-based undersampling (CUS) procedure
is as follows. Given N training examples (either streamflow
samples or basins),

1. select an undersampling rate φ as a fraction of N and a
number of clusters K ,

2. cluster records into K clusters with a minimum cluster
size of φN/K ,

3. sort samples based on distance to the cluster centroid,

4. select samples 1 to φN/K from each cluster to form the
training dataset.

Each undersampling strategy is illustrated in Fig. 1. Pan-
els (a), (c), and (e) illustrate the raw streamflow time se-
ries (a), clustered streamflow (c), and undersampled stream-
flow (e). Note how the time series in (e) contains fewer typ-
ical streamflows and proportionally more high streamflows
compared to the continuous records in (a) and (c). Similarly,

Figure 1. Left column, from top to bottom: unclustered (a), clus-
tered (c), and undersampled streamflow (e) for basin 01AD003 (HY-
DAT ID (Canadian National Water Data Archive); located along
St Francis River in New Brunswick). Right column, from top to
bottom: unclustered (b), clustered (d), and undersampled basins (f).
Cluster colours are arbitrary, and there is no connection between
temporal (a, c, e) and spatial (b, d, f) cluster colours. The World
Gray Canvas base map in (b), (d), and (f) was provided by Esri et
al. (2022a).

panels (b), (d), and (f) show Canadian basins (b), clustered
basins (d), and diverse undersampled basins (f).

CUS applied to streamflow and CUS applied to basins
are denoted as CUSQ and CUSB , respectively. Selecting an
equal number of examples (streamflow or basins) from each
cluster results in a balanced variety of hydrological condi-
tions within the training set. There are several reasons why
such a training dataset is desirable. First, balanced hydrolog-
ical conditions encourage balanced performance across dif-
ferent streamflows or basins. Models trained on imbalanced
datasets, such as streamflow records in which low stream-
flows drastically outnumber high streamflows, may be biased
towards low streamflow conditions (Snieder et al., 2021).
The same reasoning applies to basin selection. A regionally
trained model may be biased towards areas with dense spa-
tial coverage. By selecting an equal number of each type of
basin, we encourage a balanced spread of hydrological char-
acteristics in the training basin dataset, which translates to
good generalisation across a broader range of basins.

Due to the large and diverse feature set, feature importance
is calculated to interpret the dominant basin attributes that
distinguish clusters. Since K-means clustering does not in-
herently quantify feature importance, a random forest (RF)
classifier is used as a surrogate for approximating feature im-
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portance. RFs contain an intrinsic importance metric that is
commonly used in hydrology (Tyralis et al., 2019). An RF
with 256 estimators and a max depth value of 6 is used. Since
the RF is simply fitting the outcome of the constrained K-
means clustering, the RF is expected to achieve near-perfect
accuracy, without the need for hyperparameter tuning.

Note that the two clustering applications described above
are standalone and can be combined by using them in series.
While a unified spatio-temporal clustering method could be
used to cluster samples in a single step, separating spatial and
temporal clustering allows for each method to be assessed
independently.

2.6 Experiments

2.6.1 Experiment 1: evaluating streamflow and basin
redundancy in training datasets

In this experiment, CUS is applied to streamflow (experiment
1a) and separately applied to basins (experiment 1b). These
experiments are designed to determine the extent to which
non-diverse (i.e. redundant) data can be removed from train-
ing datasets, without any loss in model performance. The
CUS-generated datasets are compared with random under-
sampled (RUS) datasets, which consist of φN samples (sam-
pled without replacement).

To evaluate CUSQ (experiment 1a), a set of 64 randomly
sampled basins is established. CUSQ is applied to each basin
individually, then merged to form the training dataset. Sev-
eral resampling configurations are considered, including φ
values of 0.25 to 0.50 and K of values 6 and 12. These con-
figurations are compared against two baseline models, which
are trained on (1) the entire dataset and (2) an RUS, which
are also undersampled at 0.25 and 0.50 to match the sample
size of the CUSQ datasets. The parameters for each training
configuration are listed in Table 1.

The framework outlined above is replicated to evaluate the
effects of spatial undersampling (experiment 1b). Beginning
this time with a set of 128 randomly sampled basins, we
establish subsets of basins sampled for varying numbers of
clusters. Basin subset comparisons are made against a base-
line model that is trained on the entire set of basins and
RUS subsets. The purpose of this experiment is to determine
whether clustering can effectively be used to identify a subset
of basins that is sufficiently hydrologically diverse such that
it can be used to train a model capable of generalisability on
the complete set. In this experiment, the basins are trained on
the entire streamflow records (i.e. no temporal resampling).
The parameters for each training configuration are listed in
Table 2.

Table 2. Basin resampling configurations in experiment 1b. Labels
denote the resampling type: number of clusters (K for CUSB ) and
resampling rage (φ).

Label Unique Samples Total samples
(K , φ) basins (per basin) (thousands)

Baseline 128 4380 560
CUSB (K = 2, φ = 0.50) 64 4380 280
CUSB (K = 8, φ = 0.50) 64 4380 280
CUSB (K = 32, φ = 0.50) 96 4380 420
RUSB (φ = 0.50) 64 4380 280
RUSB (φ = 0.75) 96 4380 420

2.6.2 Experiment 2: cross-comparison of two clusters
of basins

The next experiment is designed to determine to what ex-
tent hydrologically dissimilar basins are useful to one another
for model training. In experiment 2a, basins are divided into
two clusters (which are referred to as C0 and C1) using the
K-means method described in Sect. 2.5. The reasoning be-
hind two clusters is to maximise the hydrological dissimilar-
ity between basins in each cluster (based on the static basin
attributes). In the first experiment, for each cluster, a base-
line model is trained on 32 basins that belong to that cluster.
Next, we compare the effects of adding 32 similar basins (la-
belled as + similar), by adding 32 dissimilar basins to the
training set (i.e. from the other cluster, labelled as + dissim-
ilar). In all cases, only the original 32 basins are evaluated
(those used to train the baseline model); the performance of
the additional training basins is not reported. This produces
five unique training sets: 32 basins in cluster 0, 64 basins in
cluster 0, 32 basins in cluster 1, 64 basins in cluster 1, and 32
basins in each cluster 0 and 1.

Next in experiment 2b, experiment 2a is repeated but with
cluster-based streamflow undersampling applied to the train-
ing dataset. The resulting models are trained on half the
amount of training data as those in experiment 2a. This
experiment provides a comparison point between models
trained in 32 basins without CUSQ and models trained on
64 basins with CUSQ, as both configurations have the same
number of samples. The 32-basin configurations have greater
temporal representation within the evaluation basins, while
the 64-basin CUSB configurations have greater spatial diver-
sity, at the expense of temporal data. These comparisons re-
veal which is more useful to model generalisation: temporal
data from within the subject basin or data from outside the
basin. One distinction in this experimental configuration is
that it does not use one-hot-encoded basin labels, as many of
the test basins are not included in the training dataset. The
labels are removed to ensure that the model does not develop
any dependencies on them, since they are not available for
the test basins. The models trained for experiments 2a and
2b are summarized in Table 3.
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Table 3. LSTM size and training datasets used in experiment 2. Configurations are grouped by experiment.

Experiment Code Cells n basins n basins Training data n samples
(k = 0) (k = 1) (years) (thousands)

Exp. 2a cluster(0)-n(32) 128 32 0 12 140
Exp. 2a cluster(0)-n(64) 128 64 0 12 280
Exp. 2a cluster(1)-n(32) 128 0 32 12 140
Exp. 2a cluster(1)-n(64) 128 0 64 12 280
Exp. 2a cluster(0,1)-n(64) 128 32 32 12 280
Exp. 2b cluster(0)-n(32) cus 128 32 0 6 70
Exp. 2b cluster(0)-n(64) cus 128 64 0 6 140
Exp. 2b cluster(1)-n(32) cus 128 0 32 6 70
Exp. 2b cluster(1)-n(64) cus 128 0 64 6 140
Exp. 2b cluster(0,1)-n(64) cus 128 32 32 6 140

3 Results and discussion

3.1 Experiment 1a: cluster-based temporal
undersampling

Examples of temporal clustering results are provided in
Fig. 2 for basin 01AD003 and Fig. 3 for basins 01AD003
and 07AF002 (located along the McLoed River in Alberta),
where each belong to different basin clusters from Sect. 3.3.
These results are for six clusters and minimum cluster sizes
of 365. Although associations between clusters and spe-
cific hydrological characteristics can be expected to vary be-
tween individual basins, the results from basins 01AD003
and 07AF002 characterise four seasonal periods, as well as
rising and receding limbs. Distinguishing between rising and
falling limbs is consistent with previous studies that used
streamflow clustering (Toth, 2009). Ensuring that distinct
seasons are represented in the clustering results is important,
as streamflow drivers are known to change throughout the
year.

The performance of models trained on a set of 64 ran-
domly sampled basins is shown in Fig. 4 in terms of NSE (a–
c) and PI (d–f) for three cases: without resampling, with
cluster-based temporal undersampling (CUSQ), and random
temporal undersampling. The cumulative density functions
(CDFs), which have an optimum shape “y”, represent the
proportion of basins (in the evaluation set) that fall below the
performance along the x axis. The baseline model (no resam-
pling) performs reasonably well across basins, with 100 %
and 75 % of basins achieving an NSE greater than 0.5 at the
1 and 3 d lead times, respectively. Roughly 95 % of basins
achieve a positive PI, indicating lower error than the naive
model.

In comparison, the basin sets with CUSQ at a rate of 0.5
(meaning that they use 6 out of 12 years of available training
data) achieve the same level of performance as the baseline
for both the 6-cluster and 12-cluster cases. The RUS model
trained on 6 years of randomly sampled data performs very
poorly. Similarly, the CUSQ model trained on 3 years of

Figure 2. Scatterplot matrix illustrating the temporal clustering
results for basin 01AD003 streamflows (K = 6). Markers are
coloured by cluster and kernel smoothed histograms are shown
along the diagonal. Axis labels q, qgrd1, qgrd3, sin, and cos are
the short forms for qt , qt−1−qt , (qt−3−qt )/3, sin−1(t/365), and
cos−1(t/365), respectively.

cluster-based data performs poorly, indicating that key hy-
drological processes are no longer sufficiently represented
in the reduced training data. This also indicates that a lower
limit of the extent to which CUSQ can be used is somewhere
between an undersampling rate of 0.25 and 0.5. Finally, in
no cases do any undersampled configurations outperform the
model trained on all data.

These results highlight how a simple clustering method
can be used to efficiently identify subsets of data that are suf-
ficiently representative of the hydrological processes, which
are identified by the clustering method, contained in each

https://doi.org/10.5194/hess-29-785-2025 Hydrol. Earth Syst. Sci., 29, 785–798, 2025



792 E. Snieder and U. T. Khan: Selection of training data for LSTM-based streamflow forecasting

Figure 3. Hydrographs for basin 01AD003 (a) and basin
07AF002 (b) with observations from October 1989–October 1991,
coloured by cluster. Cluster colours are arbitrarily assigned.

Figure 4. CDFs showing model performance according to NSE (a–
c) and PI (d–f) for RUS (red), two CUSQ configurations (blue and
green), and no resampling baseline (black). Panels (a), (b), and (c),
as well as (d), (e), and (f), correspond to forecasts of 1, 2, and 3 d,
respectively.

basin such that there is no loss in temporal generalisation. In
addition, these results show that a significant proportion of
hydrological data within a continuous series are redundant
and needlessly add to the computational burden of training,
which is especially relevant to computationally expensive
tasks such as hyperparameter optimisation (HPO). Reducing
the computational requirement of HPO speeds up model de-
velopment or allows for more extensive HPO, potentially im-
proving model accuracy and thus FEWS reliability. Improve-
ments in runtimes, which are reported in Tables S3 and S4 in

the Supplement, were typically found to be proportional to
undersampling rates.

A limitation of this experiment, as well as the subse-
quent experiments, is that they were conducted using AR
LSTMs. If AR inputs are not available, the model hyperpa-
rameters would need to be reconfigured, and model perfor-
mance would be expected to decrease. While the experimen-
tal results are expected to transfer to non-AR models, this
would need to be empirically confirmed. They would need to
be repeated to confirm transferability.

3.2 Experiment 1b: cluster-based spatial
undersampling

In experiment 1b, CUSB is used to select training basins. As
with temporal undersampling, reducing the number of train-
ing basins required to train models has the potential to dras-
tically reduce the computational demand of training, espe-
cially across large domains such as the thousands of gauged
basins spread across Canada.

First, a baseline model is trained on a set of 128 randomly
sampled basins. The basins are then grouped into K clus-
ters, sampled at rates of 0.5 and 0.75. As with the previous
experiment, RUS configurations are included at the same re-
sampling rates, which in this case consist of models trained
on randomly sampled basin sets. The CDFs for each train-
ing configuration are shown in Fig. 5. Unlike the temporal
streamflow undersampling in experiment 1a, the basin sub-
sets are unable to match the performance of the baseline
model that is trained on the complete set of basins, which
is visibly shown by the CDFs for PI. As expected, the con-
figurations with a greater number of training basins perform
closest to the baseline. The CUSB configurations narrowly
outperform the RUS configurations with the same undersam-
pling rates, most of all at a rate of 0.50.

3.3 Experiment 2: cross-comparison of two clusters of
basins

To better understand the extent to which including hydrolog-
ically similar basins in the training dataset can benefit model
performance, we consider an extreme case in which basins
are grouped into two clusters, which are referred to as C0
and C1. The choice of two clusters is based on the maximum
silhouette score, which is a commonly used measure of clus-
ter cohesion (Rousseeuw, 1987). An important note on the
result of the maximum silhouette score is that the result de-
pends on the use of constrained K-means clustering, which
uses a minimum cluster size of 64. A lower minimum clus-
ter size tends to increase the optimum number of clusters;
details are provided in the Supplement. Another reason for
using two clusters is that it simplifies the analysis. For ex-
ample, we compare the effects of similar and dissimilar clus-
ters; in contrast, a greater number of clusters would require
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Figure 5. CDFs for NSE (a–c) and PI (d–f) for models trained on
various basin subsets, which include a baseline (black line, includes
all basins), cluster-based undersampling (coloured solid lines), and
random undersampling (coloured dashed lines). The number of
basins sampled from each cluster in the CUSB configurations is
equal to B/K. Panels (a), (b), and (c), as well as (d), (e), and (f),
correspond to forecasts of 1, 2, and 3 d, respectively.

Figure 6. Clustering (K = 2) result for basins across Canada. For
each cluster, 32 square markers indicate basins selected for the base-
line and evaluation sets in the two-cluster experiments. World Street
Map base map provided by Esri et al. (2022b).

a larger number of training configurations at varying degrees
of hydrological similarity

Figure 6 shows the spatial distribution of the cluster labels
across Canada. The C0 basins tend to be located at low el-
evations, along coastlines and east of the Rocky Mountains.
In contrast, the C1 basins are mainly confined to higher el-
evations in the Rocky Mountains. Mean basin attributes for
each cluster are provided in Table S2.

The five most important features, identified by applying
an RF to unsupervised clustering outcome, include elevation,

Figure 7. Scatterplot matrix illustrating the five most important fea-
tures for clustering, as determined using the RF surrogate model.
Markers are coloured by cluster, and kernel smoothed histograms
are shown along the diagonal.

slope, and three land covers; they are shown in Fig. 7. The
relevant features identified here by unsupervised clustering
are consistent with the relevant descriptors deemed signif-
icant for determining hydrological similarity in the model-
based method referenced in Oudin et al. (2010).

First, for each cluster, a model is trained on a set of 32
basins from that cluster. To measure the value of adding hy-
drologically similar basins, 32 additional basins are added to
the baseline training dataset. Finally, to measure the effects
of dissimilar basins, 32 dissimilar basins are instead added to
the baseline training set. Performance metrics are only cal-
culated for the baseline set of 32 basins. The above process
is repeated for each cluster.

Figures 8 and 9 show the performance of the models
evaluated on C0 and C1 basins, respectively. In C0 basins,
more similar basins produce a notable improvement in per-
formance across all lead times. Adding dissimilar basins in-
stead produces even greater improvements, most notably ac-
cording to the PI. The same trends are seen with the C1 fore-
casts, with an even greater difference between the scores of
the “+ similar” and “+ dissimilar” training sets.

In C0 basins, adding more similar or dissimilar basins both
improve the performance, with dissimilar basins producing
larger improvements across all lead times and both metrics.
A similar result is observed with the C1 basins, with the ad-
dition of dissimilar basins causing comparatively greater im-
provements in performance.

In experiment 2b, the configurations from experiment 2a
are repeated but also incorporating CUSQ, which is intro-
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Figure 8. CDFs for models evaluated on C0 basins according to
NSE (a–c) and PI (d–f). Each row compares models trained on three
different training datasets: a baseline that includes 32 basins in the
respective cluster, the baseline plus 32 basins in the same cluster,
and the baseline plus 32 basins in the other cluster. Panels (a), (b),
and (c), as well as (d), (e), and (f), correspond to forecasts of 1, 2,
and 3 d, respectively.

duced in Sect. 3.1. Models from experiments 2a and 2b are
compared in Fig. 10 for C0 and C1 evaluation sets. Consis-
tent with the results from experiment 1a in Sect. 3.1, CUSQ
is found to have very little impact on model test performance,
which is illustrated by the similar results shown when com-
paring results without and with CUSQ undersampling, in
panel pairs (a)–(c), (b)–(d), (e)–(g), and (f)–(h). This result
indicates that for fixed training dataset size, data from outside
the region of interest are much more useful to the training
procedure than redundant data within the region of interest,
identifiable using the clustering procedure.

3.4 Discussion

Collectively, these results reveal that the addition of training
basins with distinctive hydrological characteristics is more
useful in terms of improving model performance when com-
pared to the addition of basins with similar characteristics.
This outcome might be counterintuitive, since one could ex-
pect that training on additional basins that are most similar to
the test set would be the most useful. This result also high-
lights the danger of training models on hydrologically simi-
lar basin sets, which is a common approach in the literature
(Kratzert et al., 2024; Hashemi et al., 2022).

One explanation for this result is that the input feature set
is missing key explanatory variables. Two basins could have

Figure 9. CDFs for models evaluated on C1 basins according to
NSE (a–c) and PI (d–f). Each row compares models trained on three
different training datasets: a baseline that includes 32 basins in the
respective cluster, the baseline plus 32 basins in the same cluster,
and the baseline plus 32 basins in the other cluster. Panels (a), (b),
and (c), as well as (d), (e), and (f), correspond to forecasts of 1, 2,
and 3 d, respectively.

similar input vectors but different corresponding streamflow
values. This difference may be explained by processes that
are not captured within the input features. For example, two
basins may appear to be hydrologically similar based on the
available basin attributes and may have a different rainfall–
runoff relationship, due to factors not included in the basin
attributes, such as surficial geology or the presence of hy-
draulic structures such as dams. While the LSTM model
should be able to distinguish between these two basins us-
ing the one-hot-encoded basin labels, incomplete explana-
tory variables may inhibit the ability of models to transfer
learnt behaviour between basins.

Another explanation is that hydrologically similar basins
contain a high degree of overlapping input–output patterns,
reducing the amount of new information that can benefit pre-
dictions in the region of interest, in contrast to dissimilar
basins. Information from dissimilar basins could be useful
from a hydrological perspective or could simply provide a
regularisation effect to the LSTM. Adding basins with dis-
tinct hydrological properties from some region of interest
might occupy more neural pathways during model training
compared to basins that have similar properties, which could
mitigate overfitting to the region of interest. However, this
explanation is not supported by the fact that constraining the
number of cells in the network did not produce comparable
regularisation.
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Figure 10. Boxplots showing the NSE and PI of models evaluated
on 32 C0 basins for experiments 2a (a, b) and 2b (b, c) and on 32 C1
basins for experiments 2a (e, f) and 2b (g, h) for a lead time of 3 d.
The baseline model, which is trained uniquely using the evaluation
basins, is indicated in bold. Blue, red, and green colours indicate
models trained on C0, C1, and both types of basins, respectively.

A final explanation is that while similar basins provide ex-
amples of similar hydrological behaviour, dissimilar basins
provide examples of what not to predict. A simple analogy
from image classification is that a model trained to classify
photos of dogs might benefit more from being trained on
some photos of cats than to be trained on more photos of
dogs.

Lastly, to better understand the effect that additions of sim-
ilar and dissimilar basins have on model performance, we
consider small, incremental additions. First, we begin with
a model trained on four basins in a given cluster. Next, we
consider two additions to the training dataset: four C0 basins
and four C1 basins. The addition that produces the best per-
formance is retained, and the process is repeated. The models
are retrained from scratch for each modification to the train-
ing dataset. The outcome is shown in Fig. 11 for models eval-
uated on four C0 basins (a) and four C1 basins (b). In both
cases, the models benefit from the addition of four basins
that belong to the same cluster; however, afterwards there
are no clear preferences in terms of which basin clusters pro-
duce the best improvements. Despite some incremental ad-
ditions hampering model performance, the performance for

Figure 11. Model performance (PI) across increasing numbers of
training basins for models evaluated on four C0 basins (a) and four
C1 basins (b). Pie chart markers illustrate the proportion of C0 and
C1 basins used in each training dataset. The coloured dashes along
the top of each panel indicate which cluster produced the better ad-
dition to the training dataset.

each evaluation improves across the larger training dataset,
but the improvements decay exponentially, which is consis-
tent with other studies that have looked at model performance
across increasing training data (Kratzert et al., 2024; Gauch
et al., 2021b). In Fig. 11a, adding four similar basins to the
eight-basin training dataset produces a large loss in perfor-
mance, which highlights the lack of robustness against mod-
els trained on very small basin sets. Between C0 and C1 eval-
uations, C0 basins are more sensitive to new training data,
and they are comparatively more likely than C1 basins to
exhibit worse performance after the addition of new train-
ing basins. Since the size of four basins is a relatively small
sample size, the experiment was repeated with four different
basins in each cluster, producing similar results, which are
shown in Fig. S4.

The experimental results detailed above all assert the im-
portance of hydrologically diverse information-rich training
datasets. This is of particular importance in small regions of
interest, where far away dissimilar basins may be seen as
not relevant to the training task. This study presents many
opportunities for future work on curating datasets for hy-
drological models. While our study uses a simple clustering
approach to quantify hydrological diversity, more sophisti-
cated approaches, such as one based on mutual information,
may further improve the results. Additionally, relatively little
work exists on transferring models between different hydro-
logical regions – which can potentially provide an improved
starting point for model training, leading to better perfor-
mance and more reliable FEWSs.

4 Conclusions

The selection of training data is amongst the most important
factors contributing to the performance of streamflow fore-
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casting models. Our study showed that the performance of
flow forecasting models relies on diverse training data, us-
ing a novel use of cluster-based resampling to identify and
maximise temporal and spatial hydrological diversity within
training datasets. In the first set of experiments, cluster-based
undersampling was used to eliminate redundant temporal
data from training datasets, drastically reducing the computa-
tional demand of model training. The next set of experiments
showed how, given some region of interest, data from hy-
drologically dissimilar basins can be much more useful than
data from similar basins. This result is contrary to the intu-
itive approach to curating training basins for training, which
is to train models to a group of hydrologically similar or
proximal basins. This outcome also highlights the need for
large and hydrologically diverse training datasets. The latter
can be combined with cluster-based temporal undersampling
to generate diverse training sets that produce more perfor-
mative models, for a fixed number of training observations,
compared to models trained without cluster-based undersam-
pling. Finally, temporal and spatial undersampling routines
are combined to demonstrate how, for a fixed number of
training samples, spatial hydrological diversity is much more
beneficial than temporal diversity. These findings are critical
to improving the reliability and accuracy of flood forecasting
models and minimising the effects of flooding.
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