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Abstract. The distributed hydrologic models (DHMs)
evolved from lumped hydrologic models, inheriting their
modeling philosophy along with persistent numerical-error
issues. Historically, these models tend to use established one-
dimensional (1D) methods for slope concentration, which of-
ten struggle to effectively represent complex terrains. In this
study, we formulated a purely differential form of mathemat-
ical equations for the distributed Xinanjiang model and de-
veloped a fully coupled numerical solution framework. We
also introduced two-dimensional (2D) diffusion wave equa-
tions for surface slope concentration and derived 2D linear
reservoir equations for subsurface slope concentration to re-
place their 1D counterparts. This culminated in the develop-
ment of a two-dimensional differential form of the distributed
Xinanjiang (TDD-XAJ) model. Two numerical experiments
and the application of the TDD-XAJ model in a humid water-
shed were conducted to demonstrate the model. Our results
suggested that (a) numerical errors in the existing distributed
Xinanjiang model are significant and may be exacerbated by
a potential terrain amplification effect, which could be effec-
tively controlled by the fully coupled numerical framework
within the TDD-XAJ model; (b) the 2D slope concentration
methods showed enhanced terrain capture ability and elimi-
nated the reliance on the flow direction algorithms used in 1D
methods; and (c) the TDD-XAJ model exhibited improved
simulation capabilities compared to the existing model when
applied in the Tunxi watershed, particularly for flood vol-
ume. This study emphasizes the need to revisit DHMs which
stem from lumped hydrological models, focusing on model
equations and numerical implementations, which could en-
hance model performance and benefit the hydrological mod-
eling community.

1 Introduction

The distributed hydrological model (DHM) is a sophisticated
perceptual, mathematical, and computational framework that
simulates the spatial and temporal dynamics of hydrologi-
cal processes across watersheds, particularly addressing the
rainfall–runoff partitioning (Fatichi et al., 2016; Kampf and
Burges, 2007; Loritz et al., 2021; Paniconi and Putti, 2015).
By effectively accounting for climate conditions and critical-
zone characteristics, DHMs have been widely used for hy-
pothesis testing (Clark et al., 2016; Nippgen et al., 2015),
flood forecasting (Perrini et al., 2024), future scenario pro-
jections (Ul Hassan et al., 2024), and other applications. The
development of DHMs benefits from advancements in ob-
servation methods and computational techniques, as well as
crucial insights gained from hydrological experiments (Bisht
and Riley, 2019; Dongarra and Keyes, 2024; Paniconi and
Putti, 2015). The equations used in DHMs can be classified
into two categories: rigorous mathematical–physical equa-
tions simplified from the Navier–Stokes equations and pa-
rameterized equations from the lumped hydrological models.
The emphasis on mathematical–physical equations under-
scores their theoretical grounding, while parameterized equa-
tions highlight their consistency with observations (Beven,
2002; Freeze and Harlan, 1969; Reggiani et al., 1998). This
integration of both approaches expands the available equa-
tion space for DHMs by absorbing the merits of lumped hy-
drological models (Beven, 2002; Tran et al., 2018).

The Xinanjiang (XAJ) model (Zhao, 1992) is widely re-
garded to be a standard hydrological model in China (Chen et
al., 2023; Zhao et al., 2023) and has been recognized world-
wide (He et al., 2023; Knoben et al., 2020; Taheri et al., 2023;
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Wang et al., 2023). The XAJ model assumes that runoff can
only occur once the soil tension water capacity is satisfied,
following a saturation–excess runoff generation mechanism
(Nan et al., 2024; Zhao, 1992). A distinctive feature of the
XAJ model is its use of the Pareto distribution to effectively
represent the spatial distribution of soil tension water capac-
ity within a watershed in a parsimonious manner (Taheri et
al., 2023). The development of the XAJ model has evolved
through three distinct phases over the last 60 years.

– Phase 1 (1963–1980). This phase marks the initial for-
mulation of the XAJ model. It began in 1963 when
the saturation–excess runoff mechanism was first intro-
duced (Zhao and Zhuang, 1963) and concluded in 1980
when the model was formally named the Xinanjiang
model (Zhao et al., 1980). Key contributions during
this phase included the establishment of a runoff gen-
eration module based on probability distribution curves
and a top-down procedure that separated the total runoff
into distinct components – namely surface runoff and
groundwater – before routing them to the channel.

– Phase 2 (1980–2002). The second phase focused on en-
hancing the structure and accuracy of the XAJ model.
Three major improvements were made: (a) the evap-
otranspiration module was refined by dividing the soil
horizon into three layers, addressing the issue of under-
estimating evapotranspiration after prolonged dry pe-
riods; (b) interflow was introduced as a new runoff
source, inspired by the progress in hillslope hydrology
during the International Hydrological Decade (McGuire
et al., 2024); and (c) the original hydrograph method
for slope and channel concentration was replaced with
a linear reservoir and lag-routing method, leading to the
formation of the widely used three-water-source lumped
XAJ model (Zhao, 1992).

– Phase 3 (2002–present). The third phase is charac-
terized by efforts to transition the XAJ model from
a lumped to a distributed version, aligning it with
other contemporary models like TOPMODEL and HBV
(Beven et al., 2021; Seibert et al., 2022). It is note-
worthy that the original lumped XAJ model has under-
gone continuous evolution alongside the distributed ver-
sion of the model (Ouyang et al., 2025). Although ini-
tial efforts began earlier (Lu et al., 1996), 2002 was a
notable milestone due to Beven’s alternative blueprint
(Beven, 2002). This blueprint emphasized the impor-
tance of observational consistency as a core requirement
of the physically based property of DHMs, enabling the
integration of parameterized equations from lumped hy-
drological models. The transformation involved the ap-
plication of the runoff generation modules to smaller
computational units (e.g., sub-basins or grids) and the
implementation of distributed hydrological or hydraulic
runoff concentration methods (Chen et al., 2024; Fang

et al., 2017; Liu et al., 2009; Su et al., 2003). Grid-based
models, which utilize structured grids for data input and
output, are easier to preprocess, implement, and visu-
alize (Shu et al., 2024). This approach fosters connec-
tions with other disciplines and benefits from ongoing
community support (Chen et al., 2023; Wu et al., 2024;
Zhang et al., 2024), making grid-based distributed mod-
els more popular and a focal point of this study. The
Grid-XAJ (GXAJ) model is a representative achieve-
ment of the existing distributed Xinanjiang model (Yao
et al., 2009; Yao et al., 2012).

A limitation of the current generation of the distributed
XAJ model is its reliance on a one-dimensional slope con-
centration method. This method assumes that lateral-flow
characteristics that deviate from the dominant flow direc-
tion can be neglected (Hong and Mostaghimi, 1997). Conse-
quently, one-dimensional (1D) methods for channel concen-
tration can be adapted to represent slope concentration, rang-
ing from simpler approaches like linear reservoir or Musk-
ingum methods to more complex options, such as kinematic
and diffusion wave models (Clark et al., 2015; Paniconi and
Putti, 2015; Todini, 2007). Typically, the 1D slope concentra-
tion method is combined with a single-flow-direction algo-
rithm, such as the well-known eight-direction (D8) algorithm
(O’Callaghan and Mark, 1984), to determine the dominant
flow direction (Zhu et al., 2013). This practice is common in
grid-based distributed hydrological models, such as WECOH
(Nippgen et al., 2015) and HydroPy (Stacke and Hagemann,
2021). However, the 1D slope concentration method has long
been criticized for its inability to accurately simulate water
flow in complex terrains and its failure to adequately repre-
sent the effects of microtopography (Hong and Mostaghimi,
1997; Liu et al., 2004).

Another major deficiency of the current generation of the
distributed XAJ model is the numerical-error issue inher-
ited from its lumped counterparts, a common phenomenon
in lumped models (Clark and Kavetski, 2010; Gupta et al.,
2012). These lumped models typically rely on the difference
form of equations formulated over discrete time periods us-
ing simple numerical techniques, such as the first-order ex-
plicit Euler method and operator splitting (Clark and Kavet-
ski, 2010; Santos et al., 2018; Schoups et al., 2010; Wolde-
giorgis et al., 2023). Although more advanced methods, such
as the MacCormack scheme (MacCormack, 1982), had been
applied for runoff concentration, numerical errors persisted
during the development of the distributed XAJ model. This
ongoing issue can be attributed to the direct application of
the difference form of runoff generation equations from the
lumped XAJ model. Moreover, a loosely coupled numerical
implementation framework had been developed, where the
total number of different runoff sources was calculated sep-
arately using difference form equations, assuming their in-
tensities remained constant over discrete time intervals when
fed into the differential form of runoff concentration equa-
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tions (Yao et al., 2012). This framework further complicated
the existing numerical-error problem. Such numerical er-
rors can deteriorate model performance (Clark and Kavet-
ski, 2010; Woldegiorgis et al., 2023), complicate parameter
calibration (Kavetski and Clark, 2010), and even impact the
effectiveness of physically informed machine learning meth-
ods (Song et al., 2024). Furthermore, the effect of numerical
errors tends to intensify with increased precipitation, leading
to greater uncertainty in model applications (La Follette et
al., 2021).

A differential form of the mathematical framework that
describes the runoff generation and concentration process
for the distributed XAJ model is required to address the
numerical-error issue, which further enables a fully coupled
numerical implementation framework. This effort is based on
two key ideas. First, Zhao et al. (2023) introduced a differ-
ential form of the lumped XAJ model, which provides or-
dinary differential equations (ODEs) to describe the grid-
scale runoff generation process. These ODEs can be inte-
grated with partial differential equations (PDEs) and other
ODEs that represent the runoff concentration process, result-
ing in complete mathematical equations of the distributed
XAJ model. Second, we employed Qu’s strategy for handling
hydrological processes involving mixed PDEs and ODEs,
utilizing the finite-volume method (FVM) to spatially dis-
cretize the PDEs (Qu and Duffy, 2007). This strategy resulted
in a system of ODEs that can be solved in a unified manner.

The specific objectives of this study were as follows:

1. to introduce or derive 2D slope concentration methods
for surface and subsurface runoff and to compare their
performance with 1D methods;

2. to evaluate and control the numerical errors arising from
the loosely coupled numerical implementation frame-
work in the current generation of the distributed XAJ
model;

3. to propose a new distributed XAJ model incorporat-
ing the differential form of equations, a fully coupled
numerical implementation, and 2D slope concentration
methods.

The remainder of this paper is organized as follows. Sec-
tion 2 outlines the distributed XAJ model we developed. Sec-
tion 3 introduces the numerical experiments and model appli-
cation, including the details of the test cases and study area
used. Section 4 discusses the results of the numerical exper-
iments and model application. Section 5 provides the sum-
mary and conclusions of this study.

2 Model theory and development

2.1 General overview

The two-dimensional differential form of the distributed XAJ
(TDD-XAJ) model inherits the merits of the original lumped

XAJ model, incorporating 2 decades of efforts to transform
it into a distributed model. The TDD-XAJ model uses a grid-
based structure, assuming that meteorological forcing and
model parameters are uniform within each grid but vary be-
tween grids. The key hydrological processes in the model
are categorized into runoff generation, which is calculated at
the grid level, and runoff concentration, which is calculated
between grids. The soil column within each grid is divided
into three layers for evapotranspiration calculation. Precipita-
tion reaches the surface as net precipitation after accounting
for actual evapotranspiration losses. Total runoff is calculated
based on net precipitation using the saturation–excess runoff
mechanism and is then partitioned into surface runoff, inter-
flow, and groundwater runoff for further concentration. Wa-
ter moves in two dimensions across the slope, with surface
and subsurface runoff (interflow and groundwater) draining
into the channels. The water in the channels is routed to the
outlet in a one-dimensional flow pattern. Bidirectional water
exchange between the slope surface and channel is consid-
ered under varying hydraulic conditions. Specifically, when
the channel water surface elevation exceeds that of the slope
surface, water flows from the channel back onto the slope
surface. The diagram of the TDD-XAJ model is shown in
Fig. 1.

The square digital elevation model (DEM) cells are used
as fundamental computational units with a grid size of 1x
(m). The channel is aligned either along the axis or diago-
nally through the center of the grid cell and is divided into
segments corresponding to the grid cell with which it inter-
sects. The river network consists of several channels, each
assumed to have uniform hydraulic elements. Branching is
not considered, meaning a channel may receive flow from
multiple upstream channels and discharge into no more than
one downstream channel. Only the length of the mainstream
segment is considered, while tributary inflows are treated as
being equivalent to the source term. The length of a chan-
nel segment 1l can be 1x, (1+

√
2)1x/2 or

√
21x based

on its flow direction. The distance between two neighboring
grid centers δl is constrained to either 1x or

√
21x.

There are five key differences between the TDD-XAJ
model and the GXAJ model, which is a representative of the
existing distributed Xinanjiang model:

1. Revised module partitioning method. The evapotran-
spiration calculation module and the runoff generation
module from the lumped XAJ model have been com-
bined into a single module in the TDD-XAJ model
as they share the same state variable. This adjustment
benefits mathematical description and maintains consis-
tency with previous work.

2. Differential-form runoff generation equations. Unlike
existing models that use difference form equations de-
rived with simple numerical techniques, the TDD-XAJ
model adopts differential-form runoff generation equa-
tions for improved numerical accuracy.
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Figure 1. Diagram of the two-dimensional differential form of the distributed Xinanjiang model.

3. Two-dimensional diffusion wave equations. Instead of
the one-dimensional (1D) diffusion wave equations, the
TDD-XAJ model employs two-dimensional (2D) diffu-
sion wave equations to better represent surface water
flow across the slope.

4. Extended subsurface runoff concentration equations.
The 1D linear reservoir method previously used for sub-
surface runoff concentration has been extended to be 2D
in the TDD-XAJ model, allowing for better representa-
tion of subsurface flow and aligning with the surface
runoff concentration method for consistency.

5. Fully coupled numerical implementation framework.
The TDD-XAJ model uses a fully coupled numerical
approach, where the model’s equations are assembled
into a system of ODEs and are solved simultaneously. In
contrast, the GXAJ model employed a loosely coupled
method, with the difference form of the equations for
runoff generation and the differential form of the equa-
tions for runoff concentration.

2.2 Mathematical structure

2.2.1 Evapotranspiration and runoff calculation

The actual evapotranspiration is calculated by applying the
three-layer evapotranspiration (TLE) formulas of the lumped
XAJ model. The TLE concept divides the soil horizon into
upper, lower, and deep layers. Each layer has a tension wa-
ter storage and storage capacity. Depending on the magni-
tude of precipitation intensity and potential evapotranspira-
tion intensity, the tension water storages of these soil layers
are replenished by precipitation or lost by evapotranspiration
in a top-to-bottom sequence. When precipitation exceeds po-
tential evapotranspiration intensity, the surplus (net precip-

itation) immediately enters the upper soil layer. If the ten-
sion water storage of the upper or lower soil layer exceeds
its water storage capacity, the excess is transferred further to
the lower or deep soil layer. Conversely, during conditions
of less precipitation, evaporative losses are sequentially de-
ducted from the soil layers, starting from the upper layer and
moving to the deep layer. The governing differential equa-
tions of TLE formulas are written as follows:

d
dt

Wu
Wl
Wd

=
Pn−R−Eu− Iu

Iu−El− Il
Il−Ed

 , (1)

where t is time (s), and Wu, Wl, and Wd are three state vari-
ables which represent the tension water storage of the up-
per, lower, and deep soil layers (mm). The variables on the
right-hand side of Eq. (1) are all model fluxes with units of
mms−1, which include net precipitation intensity (Pn); to-
tal runoff intensity (R); actual evapotranspiration intensity
from the upper (Eu), lower (El), and deep (Ed) soil layers;
recharge intensity from the upper (Iu) and lower (Il) soil lay-
ers to next soil layer when the tension water capacity is sat-
isfied.

The tension water storage capacity curve (TWSCC) is
used to calculate R, which depicts the influence of the spa-
tial heterogeneity of tension water storage capacity on the
runoff generation process using the Pareto distribution. The
constitutive equations of R, which consider the effect of the
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impervious area, are written as follows:

fw = Aimp+

(1−Aimp)

[
1−

(
1−

Wu+Wl+Wd

Wum+Wlm+Wdm

)b/(1+b)]
, (2)

R = Pnfw, (3)

where fw denotes the runoff coefficient or the ratio of areas
where tension water capacity is satisfied (–); Aimp is the ratio
of the impervious area (–); b is the TWSCC exponent (–); and
Wum,Wlm, andWdm are the tension water storage capacity of
the three soil layers (mm).

The constitutive equations of the remainder of the model
fluxes in Eq. (1) are given as follows:


Pn
En
Eu
Iu
El
Il
Ed

=


max(Pobs−KeEobs,0)
max(KeEobs−Pobs,0)

max(Wu,0) ·En
max[sgn(Wu−Wum),0] · (Pn−R−Eu)
max(Wl,0) ·max(c,Wl/Wlm) · (En−Eu)

max[sgn(Wl−Wlm),0] · (Iu−El)
max(Wd,0) ·max[c(En−Eu)−El,0]

 , (4)

where Pobs andEobs are observed precipitation and pan evap-
oration intensity (mms−1), Ke is the coefficient of potential
evapotranspiration to pan evaporation (–), En denotes the net
evapotranspiration intensity (mms−1), and c is the coefficient
of deep-soil-layer evapotranspiration (–).

2.2.2 Runoff separation

According to the top-down modeling philosophy of the XAJ
model, the total runoff is calculated first and then sepa-
rated into different runoff sources. A distinction is made be-
tween impervious and pervious areas when separating the
total runoff; the total runoff on impervious areas is treated
as surface runoff directly, while the total runoff on pervi-
ous areas is further divided into surface runoff, interflow, and
groundwater runoff. The total amount of surface runoff is the
summation of surface runoff from both the impervious and
pervious areas. The separation procedure in pervious areas
combines the free-water storage capacity curve (FWSCC)
and the linear reservoir method. According to the Dunne
saturation–excess runoff mechanism, it is assumed that the
surface runoff only occurs when free-water storage capacity
is satisfied. The spatial heterogeneity of free-water storage
capacity is accounted for with the same Pareto distribution
used in TWSCC. The interflow and groundwater runoff are
assumed to show linear outflow depending on the free-water
storage. The governing equation and constitutive equations

of the runoff separation module are written as follows:

dS0

dt
= Pn− (Rps+Ri+Rg)/(fw−Aimp), (5)Rps

Ri
Rg

=
(fw−Aimp)

(
Pn−Pn(1− S0/Sm)

ex/(1+ex)

−KiS0 ln(1−Ki−Kg)/(Ki1T +Kg1T )
−KgS0 ln(1−Ki−Kg)/(Ki1T +Kg1T )

)
, (6)

Rs = PnAimp+Rps, (7)

where S0 is free-water storage (mm); Sm is free-water storage
capacity (mm); Rps, Ri, and Rg are surface runoff intensity
from the pervious areas, interflow intensity, and groundwater
intensity (mms−1); ex is the FWSCC exponent (–); Ki and
Kg are the interflow and groundwater outflow coefficient (–
); 1T is the time interval of input forces (s); and Rs is total
surface runoff intensity (mms−1).

2.2.3 Surface runoff concentration

The governing equations for the slope concentration process
of the surface runoff are the two-dimensional diffusion wave
equations (Gottardi and Venutelli, 2008), which are given as
follows:

∂U

∂t
+
∂F (U)

∂x
+
∂G(U)

∂y
= S(U), (8)

U =

hs
0
0

 F =

 hsu

gh2
s/2
0

 G=

 hsv

0
gh2

s/2


S =

 φs
ghs(Sox− Sfx)

ghs(Soy− Sfy)

 , (9)

where hs is the surface water depth (m); u and v are the
surface flow velocity in the x and y directions, respectively
(ms−1); g denotes the acceleration due to gravity (ms−2)
and is taken to be 9.81; Sox and Soy are the surface bot-
tom slope term in the x and y directions, respectively (–);
Sox =−∂zs/∂x, and Soy =−∂zs/∂y; zs represents the sur-
face elevation (m); Sfx and Sfy denote the surface friction
term in the x and y directions, respectively (–); and φs is
the source term (ms−1).

The cell-centered finite-volume method (FVM) is used
to spatially discretize the two-dimensional (2D) diffusion
wave equations based on a square-structured mesh (Jain and
Singh, 2005). The mesh layout and stencils used are shown
in Fig. 2a.

Within the framework of the FVM, we integrate Eq. (8)
over the control volume (�, red square in Fig. 2a) and intro-
duce Green’s theorem to transform the double integral over
� into a line integral around its boundary 0, which turns out
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Figure 2. Diagram of spatial discretization for runoff concentration equations.

to be

∂

∂t

∫
�

Ud�+
∮
0

F (U) · ndl+
∮
0

G(U) · ndl =

∫
�

S(U)d�. (10)

This is done with the incorporation of Eq. (9) and by further
assuming that the surface water is evenly distributed in �.
Equation (8) could be written in the ODE form after the spa-
tial discretization of the FVM, which could be expressed as
follows:

dhi,js

dt
=−

(
h
i−1/2,j
s,eff ui−1/2,j

−h
i+1/2,j
s,eff ui+1/2,j

1x

+
h
i,j−1/2
s,eff vi,j−1/2

−h
i,j+1/2
s,eff vi,j+1/2

1x

)
+φ

i,j
s , (11)

where i and j denote the index of�, hi+1/2,j
s,eff and hi,j+1/2

s,eff are
the effective water depth at the eastern and northern bound-
aries of � (m), ui+1/2,j and vi,j+1/2 are the surface flow ve-
locity in the direction of the external normal vector at the
eastern and northern boundaries of � (ms−1), and 1x is
the grid size (m). φs includes total surface runoff and the
interaction discharge between the surface and channel Qsc
(m3 s−1), whereby φs = Rs/1000−Qsc/1x

2. The effective
water depth at the boundary is determined according to the
water depth and surface elevation on the left and right sides
of the boundary (Bates et al., 2010), and the equations are

written as follows:

h
i+1/2,j
s,eff =max

(
η
i,j
s ,η

i+1,j
s

)
−max

(
z
i,j
s ,z

i+1,j
s

)
, (12)

h
i,j+1/2
s,eff =max

(
η
i,j
s ,η

i,j+1
s

)
−max

(
z
i,j
s ,z

i,j+1
s

)
, (13)

where ηs denotes water surface elevation (m), and ηs = hs+

zs. The friction terms Sfx and Sfy in Eq. (9) are evaluated with
Manning’s equation (Jain and Singh, 2005), and the equa-
tions of flow velocity at the boundary of � could be given as
follows:

ui+1/2,j
=− sgn

(
η
i+1,j
s − η

i,j
s
) 2

n
i+1,j
s + n

i,j
s
·

(
h
i+1/2,j
s

)2/3∣∣∣∣∣η
i+1,j
s − η

i,j
s

1x

∣∣∣∣∣
1/2

, (14)

vi,j+1/2
=− sgn

(
η
i,j+1
s − η

i,j
s
) 2

n
i,j+1
s + n

i,j
s
·

(
h
i,j+1/2
s

)2/3∣∣∣∣∣η
i,j+1
s − η

i,j
s

1x

∣∣∣∣∣
1/2

, (15)

where ns is the surface roughness coefficient (sm−1/3). Wall
boundary conditions are applied, indicating that no surface
runoff can flow through the simulation domain.

2.2.4 Subsurface runoff concentration

The subsurface runoff, which includes interflow and ground-
water runoff, is routed with 2D linear reservoir equations.
The governing equations of the original one-dimensional
(1D) linear reservoir equations at the grid scale are given as
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follows:

d
dt

(
O
i,j

i
O
i,j
g

)
=

(
Q
i,j

i,up−Q
i,j

i +φ
i,j

i

Q
i,j
g,up−Q

i,j
g +φ

i,j
g

)
, (16)(

Q
i,j

i
Q
i,j
g

)
=

(
−O

i,j

i ln
(
C
i,j

i
)
/1T

−O
i,j
g ln

(
C
i,j
g
)
/1T

)
, (17)

where Oi and Og are the amount of interflow and ground-
water storage, respectively (mm); Qi and Qg are the outflow
intensity of the interflow and groundwater storage separately
(mms−1); Qi,up and Qg,up are the summation of Qi and Qg
from multiple upstream grids (mms−1); Ci and Cg are inter-
flow and groundwater storage recession coefficients; φi and
φg are source terms of interflow and groundwater storage,
respectively (mms−1), which include the corresponding gen-
erated runoff and discharge into the channel; φi = Ri−εiQi;
and φg = Rg− εgQg. When a channel is present in the grid,
all outflows of the interflow and groundwater storage are as-
sumed to drain into the channel, resulting in both εi and εg
being equal to 1. In the no-channel case, εi and εg are set to
0.

To extend the linear reservoir equations from 1D to 2D,
we follow the approach outlined by Liu et al. (2004). This
involves decomposing the outflow intensity derived from the
1D method into x- and y-directional components based on
the actual flow direction (see Fig. 2b). The state variables
are then updated within the FVM framework. For clarity and
simplicity, we will illustrate this extension using interflow
given the similarity between the formulas for interflow and
groundwater runoff concentration. The x- and y-directional
components of Qi, which maintain the total amount, could
be expressed as follows:(
Q
i,j

i,x
Q
i,j

i,y

)
=((

1− εi,ji
)
Q
i,j

i sinγ i,j/(sinγ i,j + cosγ i,j )(
1− εi,ji

)
Q
i,j

i cosγ i,j/(sinγ i,j + cosγ i,j )

)
, (18)

where Qi,x and Qi,y are the x- and y-directional components
of Qi (mms−1); γ is the slope aspect, which is calculated
clockwise, with 0 in the positive direction of the y axis;
and 0°≤ γ < 360°. The governing equation of the 2D linear
reservoir method is given as follows:

dOi,j

i
dt
=−F

i+1/2,j
i +F

i−1/2,j
i −F

i,j+1/2
i

+F
i,j−1/2
i +φ

i,j

i , (19)

where F i+1/2,j
i and F i,j+1/2

i denote the interflow intensity
(mms−1) in the direction of the external normal vector at
the eastern and northern boundaries of the control volume.
The equations of F i+1/2,j

i and F i,j+1/2
i could be expressed

as follows:(
F
i+1/2,j
i
F
i,j+1/2
i

)
=

(
max

(
Q
i,j

i, x,0
)
−min

(
Q
i+1,j
i, x ,0

)
max

(
Q
i,j

i, y,0
)
−min

(
Q
i,j+1
i, y ,0

) ) . (20)

The same wall boundary conditions are applied to Eq. (19),
which means that no subsurface runoff can flow through the
simulation domain.

2.2.5 Channel concentration

The water within the channel is routed to the watershed
outlet by using one-dimensional diffusion wave equations
(Kazezyılmaz-Alhan and Medina, 2007), and the governing
equations are as follows:

∂U

∂t
+
∂F (U)

∂x
= S(U), (21)

U =

[
hc
0

]
F =

[
hcw

gh2
c/2

]
S =

[
φc

ghc(Soc− Sfc)

]
, (22)

where hc is channel water depth (m); w is channel flow
velocity (ms−1); Soc is the channel bottom slope term (–);
Soc =−∂zc/∂x; zc is the channel bottom elevation (m); Sfc
is the channel friction term (–); and φc is the source term
of the channel (ms−1), including interflow recharge, ground-
water recharge, and interaction discharge between the slope
surface and channel.

The cell-centered FVM is used to discretize the 1D dif-
fusion wave equations. The control volumes are constructed
based on channel segment, with hc being positioned at the
center of the control volumes and with w being assigned
along the boundaries. The mesh layout and stencils used are
shown in Fig. 2c. The spatial discretization form of Eqs. (21)
and (22) could be expressed as follows:

dhic
dt
=−

1
Aic

[
Qi

c,up−Q
i
c+φ

i
c
]
, (23)

where i is the index of the channel control volume (–), Aic is
open-water surface area of the channel control volume (m2),
Aic = [B(h

i−1/2
c,eff )+B(h

i+1/2
c,eff )](1l)i/2, B(·) is the formula

of water surface width (m), (1l)i denotes the length of the
channel control volume (m), andQi

c is the channel discharge
in the direction of the external normal vector at the eastern
boundary of the channel control volume (m3 s−1). Qc,up is
the summation of Qc from multiple upstream channel seg-
ments. The formula of Qi

c is derived based on Manning’s
equation, which is written as follows:

Qi
c =− sgn

(
ηi+1

c − ηic
) 2

ni+1
c + nic

·

A
(
h
i+1/2
c,eff

)5/3
χ
(
h
i+1/2
c,eff

)2/3
∣∣∣∣ηi+1

c − ηic

(δl)i+1/2

∣∣∣∣1/2, (24)
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where A(·) denotes the formula of the cross-sectional area
(m2), χ(·) is the formula of the wetted perimeter (m), ηc is
the elevation of the channel water surface elevation (m), ηc =

hc+ zc, nc is the channel roughness coefficient (s m−1/3),
and (δl)i+1/2 is the distance between the center of the ith
and i+ 1th channel control volume (m). The cross-section is
generalized into a trapezoid, and the formulas of the cross-
sectional hydraulic elements including A, B, and χ can be
derived accordingly (see Eqs. S1, S2, and S3 in the Supple-
ment). The effective water depth at the eastern boundary of
the channel control volume hc,eff is evaluated with the up-
wind scheme, which could be expressed as follows:

h
i+1/2
c,eff =

{
hi+1

c ηi+1
c > ηic

hic ηi+1
c ≤ ηic

. (25)

The exchange discharge between the slope surface and the
channel is calculated based on their water surface eleva-
tion and Manning’s equation (Shen and Phanikumar, 2010),
which could be expressed as follows:

Qsc =sgn(hs−hc,eff)
max(hs,hc,eff)

5/31l

ns
·∣∣∣∣hs−hc,eff

1x/2

∣∣∣∣1/2, (26)

where Qsc is the exchange discharge between the slope sur-
face and the channel (m3 s−1); hc,eff is the effective channel
water depth (m), which exceeds the channel bank elevation
zbank (m); and hc,eff =max(ηc−zbank,0). The source term in
Eq. (23) turns out to be

φc =Qsc+ (Qi+Qg)1x
2/1000. (27)

The upstream boundary of the headwater channel is the wall
boundary condition, while the downstream boundary of the
channel at the watershed outlet is the zero-depth gradient
(ZDG) condition (Panday and Huyakorn, 2004). The equa-
tion of the ZDG condition is written as follows:

QZDG =
1

ndown
c

A
(
hdown

c
)5/3

χ
(
hdown
c

)2/3( 2hdown
c

1ldown + S
down
oc

)1/2

, (28)

where QZDG is the outflow discharge at the watershed outlet
(m3 s−1), and the superscript “down” refers to the informa-
tion stored at the channel control volume where the water-
shed outlet is located.

2.3 Numerical implementation

In the GXAJ model, the difference form equations for runoff
generation from the original lumped XAJ model are directly
applied at the grid scale. These equations are derived based
on the time interval of input force, denoted as1T . However,
owing to the Courant–Friedrichs–Lewy (CFL) stability crite-
rion, the model time step1t used for the runoff concentration

module is usually smaller than 1T . To address this discrep-
ancy, a double-layer time loop strategy (DTLS) is adopted.

The DTLS consists of an outer-layer time loop that iterates
forcing data and an inner-layer time loop that determines 1t
for advancing the solution in time. Initially, the total sim-
ulation time T is read to define the duration of the outer-
layer time loop. During this loop, forcing data are processed
in chronological order. At the start of each outer-layer time
loop, the forcing data and 1T are loaded. The total amounts
of three runoff sources (surface runoff, interflow, and ground-
water runoff) are calculated using the difference form of the
runoff generation equations. These amounts are then aver-
aged to determine the intensities for three runoff sources
based on 1T . Following this, the inner-layer time loop be-
gins, with 1T serving as its time duration. The value of 1t
is constrained by the CFL conditions and a user-defined max-
imum time step length (e.g., 10 min). The runoff concentra-
tion module is advanced in each inner time loop. To ensure
that the end time of the last inner loop aligns with the start
time of the next outer-layer iteration, 1t may be shortened
as necessary. The solving process concludes once the total
simulation time T is reached.

Given that the runoff generation and concentration pro-
cesses are calculated separately and using equations in dif-
ferent forms, the numerical implementation is referred to as a
loosely-coupled numerical implementation framework. The
diagram of this framework is shown in Fig. 3a.

The mathematical equations of the TDD-XAJ model, after
spatial discretization, form a set of ODEs. All state variables
are assembled into a vector and are advanced simultaneously
within a single time step to determine their values at the next
time point. The equation of the coupled ODEs is written as
follows:

dY

dt
= F (Y , t), (29)

where Y is the vector of the model state variables; Y =[
Wu Wl Wd S0 Oi Og hs hc

]>; and F is the
function vector which represents the right-hand side of the
ODEs, made up of a combination of Eqs. (1), (5), (11), (19),
and (23). The first seven terms of Y are used to store the state
variables of the slope, and the number of elements for each
term corresponds to the total number of valid DEM grids. In
contrast, the last term of Y stores the state variable related to
the channel, and, thus, the number of elements for it matches
the number of DEM grids occupied by river system.

This global coupling approach offers high numerical accu-
racy and flexibility for future expansion while ensuring the
conservation and temporal continuity of all state variables
(Qu and Duffy, 2007; Shu et al., 2020). Most importantly,
it enables a fully coupled numerical implementation frame-
work (see Fig. 3b). The DTLS is also used in this frame-
work to address the mismatch between1T and1t . The main
differences between the fully and loosely coupled numerical
implementation framework are as follows: (a) the total num-
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Figure 3. Diagram of the loosely coupled (a) and fully coupled (b) numerical implementation framework. t1 and t2 are two variables to store
time. Wu, Wl, Wd, and S0 are state variables related to the runoff generation process, while Oi, Og, hs, and hc are state variables related to
the runoff concentration process. The differences between the two frameworks are highlighted with dash boxes.

ber of input forces – rather than the total number of runoff
sources – is averaged in the outer time loop, and (b) both the
runoff generation and concentration processes are calculated
together using the differential form of equations.

The ODEs in both fully and loosely coupled numerical im-
plementation frameworks are solved with the explicit Heun
scheme (Clark and Kavetski, 2010). The combined restric-
tion of CFL conditions for surface and channel flow is writ-
ten as follows:

1tmax = αmin
[
1x/

(√
(u2+ v2)

)
max,1l/wmax

]
, (30)

where 1tmax denotes the maximum time step without fur-
ther user-defined or programmatic constraints (s), α is the
CFL condition coefficient (–), and the rest subscript “max”
denotes the maximum flow velocity across all corresponding
elements.

2.4 Model parameters

The TDD-XAJ model has 15 tunable parameters, which is
one more than in the original lumped Xinanjiang model
(Zhao et al., 2023). The signification and value range of these

parameters are listed in Table 1. Parameters that can be spa-
tially uniform are consistent with those from the original
lumped model. The methods for determining spatially dis-
tributed parameters are provided in Sect. S2 in the Supple-
ment.

3 Numerical experiments and model application

Two numerical experiments were conducted to evaluate the
TDD-XAJ model, which was further applied in a typical hu-
mid watershed. The experiments compared 1D and 2D slope
concentration methods, as well as loosely and fully coupled
numerical implementation frameworks. These experiments
were designed to demonstrate the theoretical effectiveness of
the TDD-XAJ model, while the application was designed to
assess the model’s performance in real-world watersheds.
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Table 1. Parameters and parameter ranges of the TDD-XAJ model.

Components Symbol Signification Range Spatially Unit

Evapotranspiration and
runoff calculation

Ke Coefficient of potential
evapotranspiration to pan evaporation

[0.6, 1.5] Uniform –

c Coefficient of deep-soil-layer
evapotranspiration

[0.01, 0.2] Uniform/distributed –

Wum Tension water storage capacity of upper
soil layer

[5, 30] Uniform/distributed mm

Wlm Tension water storage capacity of lower
soil layer

[60, 90] Uniform/distributed mm

Wdm Tension water storage capacity of deep
soil layer

[15, 60] Uniform/distributed mm

Aimp The ratio of the impervious area [0.01, 0.2] Uniform/distributed –

b Tension water storage capacity curve
exponent

[0.1, 0.4] Uniform/distributed –

Runoff separation Sm Free-water storage capacity [10, 50] Uniform/distributed mm

ex Free-water storage capacity curve
exponent

[1.0, 1.5] Uniform/distributed –

Ki Interflow outflow coefficient [0.10, 0.55] Uniform/distributed –

Kg Groundwater outflow coefficient 0.7−Ki Uniform/distributed –

Slope concentration ns Surface roughness coefficient [0.01, 0.80] Distributed ms−1/3

Ci Interflow storage recession coefficient [0.5, 0.9] Uniform/distributed –

Cg Groundwater storage recession
coefficient

[0.98, 0.998] Uniform/distributed –

Channel concentration nc Channel roughness coefficient [0.01, 0.05] Distributed ms−1/3

3.1 Numerical experiments

3.1.1 Slope concentration method comparison
experiment

The performance of the 1D and 2D diffusion wave equations
for surface runoff concentration and the performance of the
1D and 2D linear reservoir equations for subsurface runoff
concentration were compared separately using two test cases.
A total of eight simulations were conducted, categorized into
surface and subsurface slope concentration comparison sce-
narios. The models used differ only in terms of their slope
concentration methods. The evapotranspiration and runoff
calculation module and the runoff separation module were
disabled. The subsurface slope concentration module was
turned off in the surface slope concentration comparison sce-
nario and vice versa. The same 1D diffusion wave method
was applied for channel concentration across all simulations.

The synthetic V catchment, first proposed by Overton and
Brakensiek (1970), is commonly used to verify runoff con-
centration components in the hydrological modeling com-

munity (Kollet et al., 2017; Maxwell et al., 2014; Shen and
Phanikumar, 2010; Shu et al., 2020). It consists of two sym-
metric hillslopes with a channel in between. Each hillslope
has a length of 1000 m and a width of 800 m, with a sur-
face roughness coefficient ns of 0.015 sm−1/3. The length
and bottom slope of the channel Soc are 1000 m and 0.02,
respectively, and the channel roughness coefficient nc is set
to be 0.015 sm−1/3. The channel has a uniform square cross-
section, with a width measuring 20 m. This study used two
test cases based on the synthetic V catchment, namely the
single- and double-slope cases (Fig. 4), differentiated by the
hillslope gradient in the y direction Soy (parallel to the chan-
nel). Both cases have an x-directional gradient Sox (perpen-
dicular to the channel) of 0.05, while the Soy is 0 for the
single-slope case and 0.02 for the double-slope case.

In both test cases, precipitation lasted 180 min, with con-
stant intensity during the first 90 min, followed by 90 min
without precipitation, totaling 16.2 mm. Precipitation was
uniformly distributed over the hillslopes, and the channel re-
ceived no direct precipitation. Evapotranspiration was set to
zero. Only the left-side hillslope was modeled considering
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Figure 4. Diagram of single-slope (a) and double-slope (b) synthetic-V-catchment test case.

the symmetry, and the hillslope was discretized into a struc-
tured grid with 5m× 5m cells, totaling 32 000 cells, and the
channel was discretized into 5 m long segments. The initial
water depths of the hillslope and channel were set to zero.
The wall boundary condition is applied to the hillslope, ex-
cept for the boundary connected to the channel, allowing wa-
ter to drain into the channel. The upstream boundary of the
channel was set as the wall boundary condition, while the
ZDG boundary condition was applied to the downstream out-
let.

In the surface slope concentration comparison scenario,
all precipitation was assumed to contribute to surface runoff
with no losses. The simulated results using 1D and 2D diffu-
sion wave equations were compared against analytical solu-
tions and previous published results, respectively. The single-
slope case has an analytical solution for hillslope and chan-
nel outflow, with a hillslope outflow duration of 180 min
and a channel outflow duration of 90 min (Di Giammarco et
al., 1996). No analytical solution exists for the double-slope
case, and so the results of the Integrated Finite Difference
Model (IFDM) were used as benchmarks (Di Giammarco et
al., 1996). The Nash–Sutcliffe efficiency coefficient (NSE)
(Nash and Sutcliffe, 1970) was used to assess the consistency
of the simulation results with these benchmarks.

In the subsurface slope concentration comparison sce-
nario, all precipitation was assumed to be transformed into
interflow. The 1D and 2D linear reservoir equations are used
to represent the interflow and groundwater runoff slope con-
centration processes, with interflow serving as the example
in this experiment. The interflow storage recession coeffi-
cient Ci was set to 0.5, meaning that 50 % of the interflow
reservoir storage would remain after an hour if no additional
interflow entered.

3.1.2 Numerical implementation framework
comparison experiment

The second numerical experiment aimed to investigate the
effect of the numerical implementation framework on sim-
ulation results. It was conducted on the same synthetic-
V-catchment test cases as the first numerical experiment.
The runoff calculation, runoff separation, surface slope con-
centration, and channel concentration process are consid-
ered. Two different models emerged from the use of the
loosely and fully coupled numerical implementation frame-
works (see Sect. 2.3 for details), referred to hereinafter as the
loosely and the fully coupled model.

The model parameters used in this experiment are pre-
sented in Table 1. A total of 500 sets of parameters were gen-
erated using the symmetric Latin hypercube (SLH) method
(Gong et al., 2015), accounting for potential parameter vari-
ability. The parameters for hillslope and channel concen-
tration were consistent with the previous experiments. The
model parameters Ke, Aimp, Ki, Kg, Ci, and Cg were set to
0, ensuring that only surface runoff was involved, along with
the derivation of the corresponding analytical solution. The
total amounts of simulated surface runoff during the entire
simulation using both loosely and fully coupled models were
evaluated with mean absolute error (MAE) (Hodson, 2022)
against the analytical value. The equation of this analytical
value (Zhao et al., 2023) could be given as follows:

R∗s =P −
Smm

1+ ex

[
1− (1−P/Smm)

1+ex]
−
Wmm

1+ b

[
1− (1−P/Wmm)

1+b]
+

Wmm

1+ ex+ b

[
1− (1−P/Wmm)

1+ex+b], (31)

where R∗s is the total surface runoff amount during the en-
tire simulation (mm); P is the total amount of precipita-
tion (mm);Wmm and Smm are maximum single-point tension
and free-water storage capacity, respectively (mm); Wmm =
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Wm(1+ b)/(1−Aimp); and Smm = Sm(1+ ex). The param-
eter Sm in each parameter set was adjusted to ensure that
Wmm = Smm, a precondition to be satisfied for the deriva-
tion of the analytical value of R∗s . The R∗s for each parameter
set is fixed at 16.2 mm for ease of comparison, and so the
value of P associated with each parameter set is determined
through a reverse calculation of Eq. (31).

However, there is no analytical solution for hillslope or
channel outflow, making direct comparison challenging. To
address this, we evaluated the convergence of the loosely
coupled model by progressively reducing the time interval
of input forcing 1T . Theoretically, as 1T decreases, the re-
sults of the loosely coupled model should converge to those
of the fully coupled model. The initial 1T was set to 90 min
and reduced to 45 and 15 min for the loosely coupled model,
while 1T used for the fully coupled model was 90 min. The
consistency of the loosely coupled model with the fully cou-
pled model was evaluated using the MAE metric.

3.2 Model application

The TDD-XAJ model was applied in the Tunxi watershed
(Fig. 5) to assess its performance. The Tunxi watershed is
located at the headwater of the Xinanjiang River system in
China, after which the XAJ model is named. The Tunxi wa-
tershed is a typical humid watershed, with annual precipi-
tation of 1750 mm and an area of 2670 km2. Its elevation
ranges from 121 to 1614 m. The watershed is characterized
by a hilly landscape comprising mountains, high and low
hills, and intermountain basins. Due to the intense convective
activity influenced by the unique terrain, precipitation can be
heavy, resulting in rapid rises and falls due to floods.

Daily-scale hydrological data were used in this study. The
discharge and precipitation series were observed by the gaug-
ing network within the Tunxi watershed, which consists of
the Tunxi hydrological station, the Yuetan hydrological sta-
tion, and 23 precipitation stations (Fig. 5a). The duration
ranges from 1 January 2007 to 31 December 2019, and the
data source is the Annual Hydrological Report of China (Vol-
ume VI, Book XVIII). The daily pan evaporation series was
collected from the daily surface climatological data for China
(V3.0) within the same period. The spatial distribution of
precipitation within the Tunxi watershed was obtained using
the ordinary Kriging method provided by PyKrige (Murphy
et al., 2024), while the watershed averaged value of pan evap-
oration was used for simulation.

A structured grid of 1000m× 1000m was used for simu-
lation (Fig. 5b). The digital elevation model (DEM) utilized
was a 90 m resolution SRTMDEMUTM data product, while
the land use information was obtained from the 30 m reso-
lution GlobeLand30 (V2020) data product. To simplify the
research and parameter calibration process, the parameters
related to the runoff generation process were assumed to be
spatially uniform and were calibrated manually. The surface
roughness coefficient ns was derived from the land use prod-

uct (Shu et al., 2024). Based on DEM data and GIS analysis,
17 river channels were extracted for simulation. The channel
roughness coefficient nc was estimated based on the actual
characteristics of the river channel. The range for nc is be-
tween 0.025 and 0.040. The hydrometeorological data in the
first year (1 January 2007 to 31 December 2007) were used
for model spin-up, while the data in the following 7 years
(1 January 2008 to 31 December 2014) were used for cal-
ibration, and the remaining data were used for validation.
Model performance was evaluated with the NSE, Kling–
Gupta efficiency coefficient (KGE), flood volume relative er-
ror (FVRE), and coefficient of determination (R2) (Jackson
et al., 2019). The equation of the FVRE could be given as
follows:

FVRE=
(∑n

i=1
Qsim,i −

∑n

i=1
Qobs,i

)
/
∑n

i=1
Qobs,i

· 100%, (32)

where Qsim,i and Qobs,i represent simulated and observed
discharge at time step i (m3 s−1), and n is the length of the
sequence.

4 Results and discussion

4.1 Slope concentration method comparison

The surface and subsurface slope concentration methods
were compared for single- and double-slope cases, which re-
sulted in four sets of simulation results. The simulated hy-
drographs of hillslope and channel outflow are presented in
Fig. 6. The state variable distributions on the left hillside at
the 60 min mark are shown in Fig. 7.

As shown in Fig. 6a and b, the simulation results of the 1D
and 2D diffusion wave methods coincide with each other, and
this can be attributed to the consistency of the actual overland
flow direction with that analyzed by the D8 method, which
is perpendicular to the channel. The NSE values for the hills-
lope and channel outflow exceed 0.999 when compared with
the analytical solution, demonstrating the applicability of 1D
and 2D diffusion wave methods in the single-slope case. Sig-
nificant differences exist in the hydrographs corresponding to
the 1D and 2D diffusion wave methods in the double-slope
case, with a notably pronounced lag in the channel outflow
for the 1D diffusion wave method, as presented in Fig. 6d. It
is worth noting that, for the 1D diffusion wave method, the
flow directions analyzed using the D8 method in both single-
and double-slope cases are identical, consistently with the
simulation results. Using the IFDM solution as a comparative
reference, the NSE values of the hillslope outflow are 0.991
and 0.998 for the 1D and 2D diffusion wave methods, while
the NSE values for channel outflow are 0.865 and 0.992, re-
spectively. The poor performance of the 1D diffusion wave
method can be explained by its neglect of the y-directional
flow component, which is rooted in its inability to capture the
surface microtopography. For further illustration, the surface
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Figure 5. Location and gauging station distribution of the Tunxi watershed (a) and the spatial discretization of the watershed, including
channel and non-channel cells (b).

water depth of the left-side hillslope in the double-slope case
for the 1D diffusion wave method is shown in Fig. 7a, and
the corresponding result of the 2D diffusion wave method is
displayed in Fig. 7c.

The subsurface slope concentration comparison scenario
shows the same pattern; i.e., the simulation results of the 1D
and 2D linear reservoir method are the same in the single-
slope case, but there is a certain discrepancy in the double-
slope case. In the single-slope case, the intensity of hillslope
interflow outflow increases with the continuation of the pre-
cipitation in the first 90 min and remains constant in the fol-
lowing 90 min, while the channel outflow increased through-
out the simulation, which is shown in Fig. 6e and f. The dis-
crepancy in the double-slope case is also attributable to the
mismatch between the flow direction used and the actual flow
direction in the 1D linear reservoir approach. The outflow in-
tensity from the hillslope and channel using the 2D linear
reservoir method is slower than that of the 1D method, and
the hillslope interflow outflow keeps decaying after the pre-
cipitation ceases, as depicted in Fig. 6g. The flow length of
the subsurface flow path in the double-slope case is longer
than that of the single-slope case, which means that the in-
terflow slope concentration process is subject to a stronger
storage effect, resulting in a slower outflow rate. Meanwhile,
the simulation results of the 1D linear reservoir are identical
in the single- and double-slope cases. Hence, the simulation
results of the 2D linear reservoir method are more reasonable
in the double-slope case. The comparison of interflow linear
reservoir storage in the upper-left corner of the left-side hill-
slope at the 60 min mark also supports the ignorance of the
y-directional interflow component for the 1D linear reservoir
method in the double-slope case (Fig. 7b and d).

The result of this numerical experiment indicates that 1D
slope concentration methods perform relatively poorly in the
double-slope case, regardless of the surface or subsurface
comparison scenario evaluated. This limitation arises partly

from the inability of the D8 method to capture the actual flow
direction accurately, highlighting the need for a more suit-
able single flow direction algorithm. Essentially, this reflects
the shortcomings of the 1D method in characterizing com-
plex terrains. In contrast, the 2D slope concentration meth-
ods exhibit good simulation accuracy in both the single- and
double-slope cases. These 2D methods effectively represent
flow direction by synthesizing flow velocities in both the x
and y direction without reliance on specific flow direction
algorithms. In summary, the findings from this numerical ex-
periment underscore the advantages of using 2D slope con-
centration methods within the TDD-XAJ model.

4.2 Numerical implementation framework comparison

The loosely and fully coupled models were conducted on two
V-catchment test cases with different 1T values. Model pa-
rameters and the amount of precipitation were configured to
ensure a total of 16.2 mm R∗s was generated. The MAE met-
ric was employed to evaluate the simulated model fluxes of
the loosely coupled model against the analytical values or the
solutions from the fully coupled model. A total of 500 param-
eter sets were utilized, resulting in 500 MAE values for each
model flux, as detailed in Table 2.

As shown in Table 2, the maximum and average MAE
values of R∗s simulated by the fully coupled model are
4.19× 10−3 and 2.84× 10−4 mm, respectively, indicating a
good alignment with the analytical solution. It is worth not-
ing that the analytical solution of R∗s using the same param-
eter set should be identical for both single- and double-slope
cases. When 1T is set to 90 min, the maximum and aver-
age MAE values of R∗s simulated by the loosely coupled
model are 5.93 and 4.57 mm, which account for 36.6 % and
28.2 % of their analytical value. As 1T is reduced from 90
to 15 min for the loosely coupled model, the maximum and
average MAE values for R∗s become 2.0 % and 0.9 % of their
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Figure 6. The hillslope and channel outflow hydrograph of the single- and double-slope synthetic-V-catchment test cases in the surface and
subsurface comparison scenarios. In the surface comparison scenario (a–d), the one-dimensional (1D) and two-dimensional (2D) diffusion
wave equations (DW) were evaluated, and the analytical solution for the single-slope case and the IFDM solution for the double-slope case
were derived from Di Giammarco et al. (1996). The 1D and 2D linear reservoir equations (LR) were compared for the subsurface comparison
scenario (e–h).

analytical value, demonstrating a significant decrease trend
but remaining relatively large compared to the fully coupled
model.

As 1T decreases, the MAE values for both hillslope
and channel outflow as simulated by the loosely coupled
model show a consistent downward tendency for both single-
and double-slope cases. These MAE values, benchmarked
against the fully coupled model’s simulation results, suggest
that the outputs of the loosely coupled model are gradually
converging towards those of the fully coupled model. As an
example, we illustrated the outflow hydrograph of various

model configurations in the double-slope case (Fig. 8), using
the first set of the SLH-generated parameters.

As shown in Fig. 8, the hillslope and channel outflow
hydrograph of the loosely coupled model increasingly con-
verge with those of the fully coupled model as1T decreases.
Consequently, the impact of the numerical implementation
framework on simulation results is analyzed based on the
solution of the loosely coupled and fully coupled model
(1T = 90 min for both models). The average MAE values
for channel outflow are 2.01 and 2.06 m3 s−1 in single- and
double-slope cases, respectively, which are lower than those
for hillslope outflow. This could be explained by the cancel-
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Table 2. MAE statistics of model fluxes in numerical implementation comparison experiment.

Model 1T (min) Statistics MAE (mm) MAE (m3 s−1)

R∗s Hillslope outflow Channel outflow

Single slope Double slope Single slope Double slope

Loosely coupled 90 Max 5.93 2.19 2.20 2.01 2.06
Average 4.57 1.85 1.87 1.68 1.72

45 Max 2.01 1.60 1.62 1.31 1.41
Average 1.21 0.81 0.82 0.70 0.73

15 Max 0.33 0.56 0.61 0.36 0.39
Average 0.14 0.16 0.17 0.11 0.12

Fully coupled 90 Max 4.19× 10−3 –a – – –
Average 2.84× 10−4 – – – –

a The results of the fully coupled model are used as references to calculate the MAE values for hillslope and channel outflow, and so the corresponding value is
empty.

Figure 7. The spatial distribution of surface water depth (hs) and
interflow storage (Oi) on the left-side hillslope in both the single-
slope (a, b) and double-slope (c, d) synthetic-V-catchment test cases
at the 60 min mark. The state variable distributions shown are simu-
lated using two-dimensional (2D) slope concentration methods. The
corresponding results of 1D methods are identical to those obtained
from the single-slope case simulated with 2D methods, regardless
of the test case used. For a clear comparison, the spatial distribution
of Oi in the upper-left corner has been zoomed.

out phenomenon of numerical error. The numerical error al-
ternates between positive and negative values, and delayed
effects are introduced into the runoff concentration process.
The channel outflow at a specific moment is influenced by
the cumulative effects of the numerical error from the current
and previous time steps, resulting in a reduction in the mag-

nitude of the numerical error. Although the average MAE
value for channel outflow shows a certain decrease, its over-
all magnitude remains comparable to that of hillslope out-
flow, indicating that the numerical errors still require control.
Additionally, the mean MAE values for hillslope outflow and
channel outflow in the double-slope test case are 1.87 and
1.72 m3 s−1, higher than those for the single-slope test case.
This could be attributed to the concentration of overland flow
on the downstream side of the channel in the double-slope
case, where the overall numerical error is more pronounced.
This suggests that more complex terrain may be more prone
to amplifying numerical errors, a phenomenon that, to the
best of our knowledge, has not been reported in previous
studies.

It can also be seen from Fig. 8 that the simulation results of
the loosely coupled model show a steady-state phenomenon
when1T equals 90 and 45 min, and there is a clear inflection
point in the simulated hillslope outflow hydrograph when
1T equals 15 min. The false steady outflow phenomenon
and inflection point observed indicate a potential limitation
in capturing the transient behaviors of the loosely coupled
numerical implementation framework and highlight the ad-
vantages of the fully coupled model’s continuous updating
mechanism.

This experiment highlights that significant numerical er-
ror arises from the loosely coupled numerical implementa-
tion framework previously employed. Additionally, the nu-
merical error may be exacerbated owing to a potential terrain
amplification effect. In contrast, the fully coupled numerical
framework can effectively control numerical errors and cap-
ture transient behaviors. In summary, the results of this nu-
merical experiment emphasize the benefits of utilizing purely
differential mathematical equations and a fully coupled nu-
merical framework within the TDD-XAJ model.
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Figure 8. The simulated hillslope outflow (a) and channel outflow (b) of the loosely coupled (LC) model and the fully coupled (FC) model
in the double-slope case. The time in parentheses denotes the time interval of the input forces (1T ) used for the model. The FC model uses
90 min only, while the LC model uses 90, 45, and 15 min for the convergence test. The parameters used are the first set of the parameters
sampled with the SLH method based on the ranges listed in Table 2. The inflection point at the 75 min mark in the hillslope outflow
hydrograph of the LC model (using 1T = 15 min) is highlighted with a red-dashed box, along with time series of the first-order numerical
derivative of hillslope outflow (1Q).

Table 3. Model parameters of the TDD-XAJ in the Tunxi water-
shed.

Kc Wum Wlm Wdm b c Aimp

0.73 18.23 69.32 30.32 0.14 0.14 0.20
Sm ex Ki Kg Ci Cg –

14.19 1.37 0.18 0.52 0.505 0.995 –

4.3 Model application result in Tunxi watershed

The TDD-XAJ model was applied in the Tunxi watershed, a
typical watershed in a humid area, to simulate daily hydrog-
raphy. The calibrated parameters of the model are listed in
Table 3. The simulated result was evaluated with four perfor-
mance metrics annually against the observations, which are
listed in Table 4.

For Tunxi station at the outlet of the Tunxi watershed,
Table 4 indicates that the values of the FVRE metric are
all within ±20 %, with the absolute values of the FVRE
(|FVRE|) averaging 8.3 % and 4.5 % for the calibration and
validation period, respectively. In terms of hydrograph eval-
uation, the average values of the NSE and KGE are 0.88 and
0.83 for the calibration period and 0.87 and 0.76 for the vali-
dation period; these are slightly better for the calibration pe-
riod than for the validation period. The minimum value of
R2 is 0.83 for all years, and the average value for all years is
0.90. In a direct comparison, Tong (2022) conducted a sim-
ilar daily simulation in the same watershed using the GXAJ
model, reporting average NSE and |FVRE| values of 0.85 %
and 11.0 % between 2008 and 2017, respectively. In contrast,
the TDD-XAJ model achieved average values of 0.87 for the
NSE and 7.7 % for |FVRE| in the same period. For Yuetan
station within the Tunxi watershed, Table 4 shows that FVRE

metric values remain within ±20 %. The average |FVRE| is
7.3 % and 4.8 % for the calibration and validation periods, re-
spectively. Meanwhile, the average value of the NSE is 0.82
for the calibration period and 0.84 for the validation period,
and the average KGE is 0.80 and 0.77 for the calibration
period and validation periods, respectively. The average R2

across all years is 0.86. Figure 9 provides an example of the
simulated hydrograph at the Tunxi and Yuetan stations of the
TDD-XAJ model in 2008.

We further analyzed the spatial simulation capability of
the TDD-XAJ model using precipitation events from 6–
8 June 2008, which occurred just before the flood peak and
exhibited distinct spatial patterns (Fig. 10a–c). On 6 June, al-
most no rainfall was recorded; on 7 June, precipitation was
concentrated in the upper-left corner; and on 8 June, it was
focused in the lower-right corner. The simulation results for
tension and free-water storage reflect these patterns. Specif-
ically, on 7 June (Fig. 10d and g), the overall tension wa-
ter storage was unsaturated, with minimal free-water stor-
age. Subsequently, saturation of tension water occurred in
the upper-left part of the watershed, and free-water storage
increased significantly in areas with heavier rainfall (Fig. 10e
and h). On 8 June, the tension water in the lower-right corner
became fully saturated due to the coverage of precipitation
(Fig. 10f). For free water (Fig. 10i), the storage in the same
area also approached saturation, whereas the saturated areas
in the upper part quickly dissipated due to the faster recession
of free water.

The application results indicate a good and consistent
agreement between the observation and the simulations of
the TDD-XAJ model in the Tunxi watershed, demonstrating
a slight improvement in performance metrics compared to
the GXAJ model, particularly for flood volume. Addition-
ally, the spatial analysis of simulation results demonstrates
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Table 4. Annually evaluated simulation performance metrics of the TDD-XAJ model in the Tunxi watershed.

Period Year Tunxi station Yuetan station

NSE KGE FVRE(%) R2 NSE KGE FVRE(%) R2

Calibration 2008 0.94 0.91 −8.26 0.94 0.90 0.89 −1.33 0.90
2009 0.88 0.90 −6.95 0.88 0.82 0.80 −16.43 0.83
2010 0.85 0.78 −16.88 0.90 0.82 0.78 −18.99 0.87
2011 0.89 0.78 7.53 0.89 0.78 0.76 −3.46 0.80
2012 0.82 0.84 −7.64 0.83 0.74 0.80 −5.97 0.74
2013 0.87 0.80 −10.75 0.92 0.88 0.79 −3.99 0.92
2014 0.88 0.79 0.20 0.91 0.84 0.75 0.72 0.87

Validation 2015 0.85 0.77 −9.92 0.92 0.85 0.80 −8.48 0.88
2016 0.88 0.78 −6.92 0.92 0.86 0.79 −4.37 0.89
2017 0.88 0.76 1.62 0.92 0.84 0.72 4.66 0.86
2018 0.87 0.77 1.58 0.89 0.87 0.78 −2.75 0.90
2019 0.85 0.74 −2.24 0.89 0.79 0.74 −3.70 0.81

Figure 9. The simulated hydrograph at Tunxi station (a) and Yuetan station (b) of the Tunxi watershed in 2008 using the TDD-XAJ model.

that the TDD-XAJ model captures spatial variability in water
storage effectively in response to varying precipitation pat-
terns.

4.4 Computational efficiency of the model

The implementation of the TDD-XAJ model is detailed in
Appendix A. The Python language was chosen for its robust
ecosystem in hydrology and Earth system sciences (Stacke
and Hagemann, 2021; Murphy et al., 2024), which facili-

tates rapid development and experimentation. While Python,
as an interpreted language, is generally less computation-
ally efficient than compiled languages, it benefits from li-
braries like NumPy, which rely on compiled languages for
underlying computations. To enhance computational perfor-
mance, we leveraged NumPy’s vectorized operations and
optimized functions, which are generally faster than native
Python code.
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Figure 10. The spatial distribution of precipitation for three days in 2008 (a–c), along with the spatial distribution of tension (d–f) and
free-water storage (g–i) simulated by TDD-XAJ model for the three days.

To compare the computational efficiency of the 1D and 2D
slope runoff concentration methods, we repeated the mod-
els used in the corresponding comparison experiment 10
times and recorded the runtime for each. The average run-
time values, obtained using an AMD 5950X CPU (3.4 GHz)
in single-core mode, are summarized in Table 5.

As shown in Table 5, replacing 1D slope runoff concentra-
tion methods with 2D methods incurs minimal computational
overhead while potentially enhancing efficiency. For the dif-
fusion wave methods used for surface runoff concentration,
the runtime for the 2D form increases by 2.1 % and 5.2 %
compared to the 1D form in the single-slope and double-
slope cases, respectively. Conversely, for the linear reservoir
method applied to subsurface runoff concentration, switch-
ing from 1D to 2D reduces runtime by at least 45.6 % across
both test cases. The numerical computation procedure for
the slope runoff concentration methods mainly involves two
steps: flux calculation and a state variable update. In the flux
calculation step, the 1D and 2D diffusion wave methods re-
quire calculation once per cell (based on GIS-derived flow
direction) or twice (in both the x and y directions), respec-

tively. For the linear reservoir method, both the 1D and 2D
forms require calculation only once per cell, and the out-
flow flux evaluated is further decomposed into x- and y-
directional components based on the slope aspect for the 2D
form. When updating state variables, both the diffusion wave
and linear reservoir methods in their 1D form require logical
judgments based on GIS-derived flow direction to identify
the inflow cells. In their 2D form, this can be directly deter-
mined using cell indexing. The element-wise logical judg-
ment is relatively time-consuming and is comparable to a
one-time flux calculation per cell. Therefore, for the diffu-
sion wave method, transitioning from 1D to 2D form does not
result in a significant increase in runtime, but, for the linear
reservoir method, the computational overhead is effectively
reduced.

4.5 Limitations and future research

The main limitation of the TDD-XAJ model is that it ad-
dresses only the numerical errors on the timescale from
the ODE’s numerical solution while neglecting errors aris-
ing from the spatial discretization of the PDE via the FVM
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Table 5. Average runtime recorded in the slope runoff concentration method comparison numerical experiment.

Surface comparison scenario (s) Subsurface comparison scenario (s)

Method Single-slope case Double-slope case Method Single-slope case Double-slope case

1D diffusion wave 28.41 28.32 1D linear reservoir 2.10 2.06
2D diffusion wave 29.02 29.80 1D linear reservoir 1.13 1.12

method. Future research should consider using methods like
manufactured solutions (Bisht and Riley, 2019) as an alterna-
tive for evaluating numerical errors arising from both spatial
and temporal discretization when exact solutions are difficult
to obtain. Additionally, exploring more advanced spatial dis-
cretization techniques, such as second-order FVM or the dis-
continuous Galerkin method (Shaw et al., 2021), along with
more sophisticated temporal integration methods, could help
control numerical errors more effectively.

In terms of computational efficiency, although we make
extensive use of the NumPy library, which is generally faster
than native Python code, we recognize that NumPy may still
be slower in certain operations (e.g., element-wise calcula-
tions) compared to compiled languages. This is a well-known
limitation within the Python community, and solutions like
just-in-time (JIT) compilation have been proposed (Lam et
al., 2015), which convert frequently executed script code
into machine code with further automatic optimizations. Al-
though this paper primarily focuses on presenting the theo-
retical aspects of the TDD-XAJ model, we plan to optimize
the code, including the implementation of parallelization, in
future work.

It is essential to validate the model with more real-world
watershed data and to evaluate its uncertainty, particularly for
watersheds with varying scales, diverse underlying physical
conditions, and hydrological data at different temporal reso-
lutions. The differential-form mathematical equations estab-
lished for the TDD-XAJ model provide a solid foundation for
future research, including combining deep learning for better
model parameterization and process understanding (Höge et
al., 2022; Li et al., 2024).

5 Summary and conclusions

The Xinanjiang model has been widely applied in China,
and its modeling philosophy is referenced in the development
of several other hydrological models commonly used world-
wide. However, the development of a distributed version of
the XAJ model has been somewhat stagnant. In this study,
we propose a new grid-based distributed Xinanjiang model
(TDD-XAJ). The features of the TDD-XAJ model include
the usage of 2D slope concentration methods, the establish-
ment of purely differential-form mathematical equations, and
a fully coupled numerical framework for model solution. The
performance of the TDD-XAJ model was tested and com-

pared with the existing distributed Xinanjiang model (GXAJ,
proposed by Yao et al., 2009), leading to the following con-
clusions:

1. The TDD-XAJ model replaces 1D diffusion wave equa-
tions for surface slope concentration with 2D diffusion
wave equations; the new 2D linear reservoir equations
were derived for subsurface slope concentration. The
combination of the 2D methods forms the slope concen-
tration module of the model. Comparisons conducted on
two V-catchment test cases reveal that the 2D methods
enhance the model’s ability to capture the microtopog-
raphy of complex terrain. Additionally, using 2D meth-
ods eliminates the need for careful selection of a single
flow direction algorithm, which is required in 1D meth-
ods.

2. The ODE form equations describing the runoff genera-
tion process are integrated with 2D slope and 1D chan-
nel concentration equations. This integration establishes
a purely differential-form mathematical framework of
the TDD-XAJ model. The framework facilitates a fully
coupled numerical implementation, resulting in a sys-
tem of ODEs that can be solved simultaneously. A com-
parison experiment of the numerical implementation in-
dicates that numerical error introduced by the previous
loosely coupled manner in the GXAJ model is evident
and likely to be amplified by complex terrains, while the
use of the fully coupled manner in the TDD-XAJ model
can effectively mitigate this issue.

3. The TDD-XAJ model was applied in the Tunxi water-
shed, a typical humid study area in China, and its re-
sults were compared with those from the GXAJ model.
The findings indicated that the TDD-XAJ model out-
performs the GXAJ model in terms of key hydrological
skill metrics, particularly in its improved ability to sim-
ulate flood volume. These results preliminarily demon-
strate the effectiveness and applicability of the TDD-
XAJ model for real-world watershed simulations.
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Appendix A: Implementation details of the TDD-XAJ
model

The TDD-XAJ model is implemented in Python 3.9, taking
advantage of its extensive ecosystem, as well as its cross-
platform capabilities. To maintain readability and facilitate
understanding, only essential libraries are used, ensuring that
the model is both accessible and easily extendable in the fu-
ture. A list of these libraries is provided in Table A1. NumPy
plays a crucial role, providing vectorized operations and op-
timized computational functions that enhance performance
compared to native Python code. Other libraries serve sup-
porting roles, such as model configuration and handling file
input and output.

Table A1. Libraries utilized in the implementation of the TDD-XAJ model.

Category Name Version Description

Core NumPy 1.26.4 A basic scientific computing library for efficient numerical operations

Auxiliary PyYAML 6.0.1 Library for reading YAML files used for model configuration and settings
Pandas 2.2.1 A high-level library for data manipulation and analysis
OpenPyxl 3.1.5 Backend support for reading and writing Excel files in Pandas
treelib 1.7.0 Efficient implementation of tree data structure

Appendix B: Inputs and outputs of the TDD-XAJ model

The inputs and outputs of the TDD-XAJ model are listed in
Table B1. Its inputs consist of four categories: (1) model con-
figuration dictionary, (2) spatiotemporal multidimensional
arrays of precipitation and evaporation as forcing inputs,
(3) raster datasets providing spatial attributes (including el-
evation, river network, aspect, etc.), and (4) lookup tables
storing hydraulic parameters for surface runoff and channel
concentration. The outputs comprise spatiotemporal distribu-
tions of state variables and model fluxes at pre-defined tem-
poral resolutions (instantaneous or time-averaged values).
Compared to the original XAJ model, which is a lumped hy-
drological model, its inputs are watershed-scale parameters
and time series for precipitation and evaporation, with output
mainly including the simulated discharge hydrograph. The
TDD-XAJ model shares largely similar input and output in-
formation with the existing distributed XAJ model; the as-
pect data introduced by the 2D linear reservoir method can
be derived from the elevation raster.
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Table B1. Detailed information on input and output files of the TDD-XAJ model.

Class Category Name Format Description

Input Dictionary Model configuration YAML (1) Paths for the other files in this table, temp and output folders
(2) Numerical calculation settings (e.g., CFL coefficient)
(3) Model parameters
(4) Location of hydrological stations

Array Forcings NPY Spatiotemporal distribution of precipitation and evaporation
Raster Elevation Esri ASCII Use projected coordinate system, in meters
Raster Aspect Esri ASCII Derived from elevation raster via GIS analysis
Raster Flow accumulation Esri ASCII Derived from elevation raster via GIS analysis
Raster Flow direction Esri ASCII Derived from elevation raster via GIS analysis
Raster River network Esri ASCII Mark the grid where channel is located and corresponding code
Raster Land use Esri ASCII Aligned with elevation raster, stores land use code
Lookup table Surface hydraulics CSV/XLSX Land use code and corresponding surface roughness coefficient
Lookup table Channel hydraulics CSV/XLSX Channel code and corresponding attributes (e.g., longitudinal

slope and channel roughness coefficient)

Output Array State variables NPY Spatiotemporal distributions of state variables at pre-defined
temporal resolutions (instantaneous or time-averaged values)

Array Model fluxes NPY Spatiotemporal distributions of model fluxes at pre-defined
temporal resolutions (instantaneous or time-averaged values)

Code availability. The documentation of PyKrige is provided at
https://pykrige.readthedocs.io (last access: 20 November 2024).
The code used in this study is available through Zenodo via
https://doi.org/10.5281/zenodo.14227068 (Zhao, 2024a).

Data availability. The daily surface climatological data
for China (V3.0) were previously available from the
China Meteorological Data Service Centre (NMIC, 2012;
http://data.cma.cn/data/cdcdetail/dataCode/SURF_CLI_CHN_
MUL_DAY_V3.0.html). Due to current data access policies
in China, the data records are no longer publicly down-
loadable from the website. However, interested researchers
may contact the China Meteorological Data Service Centre
(https://data.cma.cn/article/getLeft/id/251/keyIndex/6.html, last
access: 9 August 2025) for detailed information on data ac-
quisition procedures. For reproducibility, the evaporation data
used in this study have also been archived on the Zenodo
data repository (Zhao, 2024b). The cross-section data of the
channels in the Tunxi watershed can be obtained from the
local hydrological water information website (APDWR, 2025;
http://yc.wswj.net/ahsxx/LOL/). The SRTMDEMUTM data can
be downloaded from the Geospatial Data Cloud (CNIC-CAS,
2025; https://www.gscloud.cn/sources/details/306?pid=302).
The GlobeLand30 (V2020) data are available from the
National Geomatics Center of China (NGCC, 2020;
https://www.webmap.cn/commres.do?method=globeIndex).
The inputs and outputs of the numerical experiments and model
application are stored in the Zenodo data repository (Zhao, 2024b;
https://doi.org/10.5281/zenodo.14226969).

Supplement. The supplement related to this article is available on-
line at https://doi.org/10.5194/hess-29-3745-2025-supplement.
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