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Abstract. In this study, we propose an optimized long short-
term memory (LSTM)-based approach which is applied
to early warning and forecasting of ponding in the urban
drainage system. This approach can quickly identify and lo-
cate ponding with relatively high accuracy. Based on the ap-
proach, a model is developed, which is constructed by two
tandem processes and utilizes a multi-task learning mecha-
nism. The superiority of the developed model was demon-
strated by comparing with two widely used neural networks
(LSTM and convolutional neural networks). Then, the model
was further revised with the available monitoring data in the
study area to achieve higher accuracy. We also discussed
how the number of selected monitoring points influenced
the performance of the corrected model. In this study, over
15 000 designed rainfall events were used for model training,
covering various extreme weather conditions.

1 Introduction

The intensity and frequency of urban floods are growing as
a result of the increased frequency of extreme weather, rapid
urbanization, and climate change (Hossain Anni et al., 2020;
Guo et al., 2021; Huong and Pathirana, 2013). It is becom-
ing increasingly clear that urban floods significantly impact
city management and endanger the safety of peoples’ lives
and the stability of various property types. The ability to re-
liably characterize and forecast urban floods and generate
high-precision flood risk maps has become critical in flood
mitigation and decision-making.

The most common approach to simulating urban floods
is to develop a hydrodynamic model (i.e., storm-inundation
simulation), which utilizes a collected topographic map, in-
formation on the pipe network, historical rainfall data, mon-
itoring data, and other information on the study area (Ja-
mali et al., 2018; Aryal et al., 2020; Balstrgm and Crawford,
2018; Tian et al., 2019). However, a realistic hydrodynamic
model for continuous simulation requires vast data, such as
comprehensive information on topography, infiltration con-
ditions, and sewage system data (including exact locations,
depths, and diameters of sewage pipes). However, the above
data are difficult to obtain, especially in metropolitan areas
(Rahman et al., 2002; Kuczera et al., 2006). Furthermore, the
calculation in a storm-inundation simulation is sophisticated
and often computationally intensive, which takes a long time
to execute. The most detailed representation of the storm-
inundation simulation is the 1D-2D model (Djordjevié et al.,
1999, 2005), which summarizes the dynamic interaction be-
tween the flow that enters the underground drainage network
and the overloaded flow that spreads to the surface flow net-
work during high-intensity rainfall. Representatives of such
a model include XPSWMM, TUFLOW, and MIKE FLOOD
(Leandro and Martins, 2016; Teng et al., 2017; Zhang and
Pan, 2014).

The lack of underlying information has hampered the con-
tinuous development of hydrodynamic models in urban flood
forecasting. As a result, deep learning has emerged as an-
other viable forecasting tool. Deep learning is a particular
machine-learning technique that leverages neural networks
to learn nonlinear relationships from a dataset (Mudashiru
et al., 2021; Sit et al., 2020; Shen, 2018; Moy De Vitry et
al., 2019). It can compensate for data scarcity by training
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on a large designed dataset. Unlike traditional hydrodynamic
models, deep learning does not require any assumptions on
the physical processes behind it.

However, there are opportunities to further the application
of deep learning in urban flood forecasting. First, the train-
ing dataset needs to be enriched to reflect the superiority of
the approach. Many studies in urban flood forecasting only
use a small number of samples to develop the deep learn-
ing models. For example, Cai and Yu (2022) used 25 his-
torical floods for forecasting. Abou Rjeily et al. (2017) used
only 10 rainfall events for training and verification, which
was insufficient to reflect the characteristics of rainfall dis-
tribution. Second, due to the high cost of monitoring equip-
ment, researchers usually have to rely on unvalidated simu-
lations produced from hydrodynamic models. For example,
Chiang et al. (2010) used synthetic data from the SWMM
model as the target values to train the recurrent neural net-
work (RNN) and then compared the predictions with sim-
ulation results to evaluate the model accuracy in estimating
water levels at ungauged locations. Third, some studies have
focused on building more complex deep learning architec-
tures to improve model performance. Examples include but
are not limited to the automatic encoder (Bai et al., 2019), the
encoder—decoder (Kao et al., 2020), and customized layers
based on long short-term memory (LSTM; Sit et al., 2020;
Kratzert et al., 2019a, b). For example, an encoder—decoder
LSTM has been proposed for runoff forecasting up to 6 and
24 h ahead (Xiang et al., 2020; Kao et al., 2020). Neverthe-
less, the urban flooding forecasting tasks with multiple time
steps are mainly based on the precipitation forecast hours in
advance, which is not available in this paper. Because of the
short duration of rainfall, the real-time data volume is not
enough to support the hours-ahead prediction.

In this study, we propose an optimized LSTM-based ap-
proach for the early warning and forecasting of ponding in
urban drainage system. This approach can quickly identify
and locate ponding with relatively high accuracy. The model
is constructed by two tandem processes and introduces a
multi-task learning mechanism. The evaluation results of the
model were compared with those of two widely used neural
networks, i.e., LSTM and CNN (convolutional neural net-
work). The model was further revised with monitoring data
in the study area to improve the emulation performance. We
also discussed the influence of the number of monitoring
points selected on the model performance. Over 15000 de-
signed rainfall events were used for model training, covering
various extreme weather conditions.

The rest of the paper is organized as follows: Sect. 2 in-
troduces the methodology used to develop the LSTM-based
modeling framework in addition to the experimental setup
and application of the model. Section 3 presents the results
of the model. Section 4 presents the discussion, and Sect. 5
concludes this paper by drawing brief conclusions.
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2 Methodology
2.1 LSTM-based model

Like a hydrodynamic model, which is generally composed
of two processes, namely the runoff process and flow conflu-
ence process, the LSTM-based model proposed in this study
is also constructed with two stages. Figure 1 illustrates the
model architecture from input (i.e., rain intensity) to output
(i.e., ponding volume of each node).

The two processes are in tandem; the inputs of the flow
confluence process are inherited and concatenated from the
outputs of all nodes in the runoff process. However, during
the training process, the two processes are trained separately
without mutual interference, as the inputs and outputs of both
processes are produced from a hydrodynamic model.

2.1.1 Runoff process

With a general understanding of a hydrodynamic model, the
runoff process involves surface runoff and infiltration, while
the most important influential factor is rainfall. As a mass
rainfall curve can reflect the characteristics of a specific rain-
fall process, it can be directly used as the input of a neural
network. The output of the neural network (i.e., lateral in-
flows at each node) reflects the hydraulic state in the runoff
process.

Figure 2 illustrates the training, validation, and testing pro-
cedures in the runoff process. As shown in Fig. 2, a training
set with two time series of data is fed into the neural net-
work, thus giving the rainfall intensity and lateral inflow at
each node. At each epoch, four indicators are used to evalu-
ate the consistency between the predicted lateral inflows and
the simulation from the hydrodynamic model. If the model
converges, the network is further evaluated on the test set.
Otherwise, the next training epoch is started.

2.1.2 Flow confluence process

The flow confluence process is set up in the same manner as
the simulation process of a hydrodynamic model (e.g., the
SWMM model). If we compare the urban drainage system to
a black box, then only the lateral inflows at each node and
outflows from the outlets enter and leave the system, respec-
tively (Archetti et al., 2011). If a free-outflow condition is
considered, namely the hydraulic state behind the outlets has
little influence on the interior of the system, then the inputs
of the flow confluence process are only the lateral inflows
at each node. Figure 3 illustrates the details of the network
architecture in the flow confluence process.

As illustrated in the pink block in Fig. 3, a Gaussian layer
is added after the input layer in the flow confluence process
during training. The Gaussian layer serves as a filter to com-
pensate for the inaccuracy of the prediction (by the hydro-
dynamic model) in the runoff process. The model is trained
to minimize the differences between the predictions (from
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Figure 1. The architecture of the LSTM-based model.
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Figure 3. The network structure of the flow confluence process (for a single node).

the neural network; i.e., the output from the runoff process)
and the simulations (from the hydrodynamic model). Then
(as illustrated in the blue block in Fig. 3), a classification
layer is added after the outputs of the LSTM module to judge
whether ponding occurs at the time step. Only when ponding
occurs at the time step can the output of the LSTM module
enter the “OUT_MODULE” to continue with the learning.
Otherwise, the output of the LSTM module at this time step
is discarded. In this way, the interference of the time points
without ponding on the ponding volume forecasting is elim-
inated to a great extent. The higher the classification accu-
racy, the more accurate the prediction of ponding volume will
be. Moreover, the multi-task learning has a hard parameter-
sharing mechanism, which effectively alleviates the overfit-
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ting of the model. The parameters in the “LSTM_MODULE”
(including the parameters of the LSTM layers, batch normal-
ization layers, activation functions, etc.) are shared by the
“CLASSIFICATION_MODULE” and “OUT_MODULE"”.

2.2 Error transmission

Figure 4 illustrates how the training error in the neural net-
work propagates from the runoff process to the flow con-
fluence process during training. Noise P (P ~ N(0,p?)) is
added to the lateral inflows before feeding the data into the
neural network in the flow confluence process in order to
avoid the interference caused by the training error in the
runoff process and also to alleviate the overfitting of the neu-

Hydrol. Earth Syst. Sci., 27, 2035-2050, 2023



2038 W. Zhu et al.: An optimized LSTM-based approach applied to early warning and forecasting

/

|
|
Rain intensity = | runoff process
|
|

———- LSTM-based model -——

- Ponding volume of node
from No.1 to No.n

Lateral inflow
error a, of node from noise P
No.1 to No.n

Lateral inflow
of node k

error amse

Figure 4. The error transmission during training from the runoff process to the flow confluence process.

ral network. The magnitude of noise P can be determined as
follows:

1. The mean squared error (MSE) is used to characterize
the training error in the runoff process, where the error
atnode K can be computed by the following:

~ 2
(5 )
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ag TS (1
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where T represents the duration of event j (in min),
S represents the number of events in the training data,
X; j represents the simulated lateral inflow at node K
at the ith time step in the jth rainfall event (in Ls™1),
and X;; represents the output of the runoff process at
node K at the ith time step in the jth sample event
(inLs™1).

2. Then the average mean squared error in all nodes is
computed by the following:
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where N represents the number of nodes.
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3. Then amse is converted into the noise percentage &, with
the mean value of the predicted lateral inflows at all
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where Ps represents signal power, and PN represents
noise power.

4. Finally, noise P is added to the inputs (X) in the flow
confluence process during the training process. In other
words, a set of random numbers G is generated with the
length of X, using the pseudorandom number genera-
tor, where G obeys a normal distribution (G ~ N (0, 1));
ie., P = p- G, where p is computed by the following:

“)

2.3 Model correction system

The LSTM-based model is built based on the simulation re-
sults of a relatively accurate hydrodynamic model. However,
the differences between the simulation from the hydrody-
namic model at the monitoring points and the obtained mon-
itoring data always exist during the operation of the pipe net-
work, which leads to a discrepancy between the predicted
results from the proposed LSTM-based model and the actual
situation. Thus, it is necessary to correct the model using the
measured level and flow data at the monitoring points. More-
over, how to revise the model properly using the available
data is also one of the focuses of this study. Figure 5 describes
the model correction process using the measured rainfall
data, depths and flows at the monitoring points, and pond-
ing data at any node. Specifically, the LSTM-based model is
corrected using the following two steps:

1. The runoff process is corrected with the measured rain,
level, and flow data by referring to the transfer learning.
Transfer learning is mainly used to transfer the knowl-
edge of one domain (source domain) to another domain
(target domain), such that the target domain can achieve
better learning effects (Pan and Yang, 2010).

2. The flow confluence process is corrected using the up-
dated lateral inflows of all concatenated nodes and the
measured ponding volume.

Figure 6 shows the schematic of model CR (correction of
the runoff process). It migrates the network structure of the
runoff process from rain data (X) to lateral inflows (Y) to
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the input—output connection between X and monitoring data
(G). Then, multiple fully connected layers are added after the
output layer of Y. Model CR is designed to update the runoff
process in the primary LSTM-based model. The correction
has two steps, namely training and updating. First, model CR
is trained based on a pretrained mapping from X to Y (as
shown in Sect. 2.1.1) with constructed rain data, a simulated
level, and flow data. Then, it is updated on pairs of measured
rain data, monitored water depths, and flows.

2.4 Case study
24.1 Study area

The LSTM-based model trains nodes in the pipe network one
by one. Namely N submodels with the same architecture are
generated, where N is the number of nodes in the system. In
both the runoff process and flow confluence process, these
submodels are trained separately. Due to this structural char-
acteristic, the size of the case area does not limit the model’s
performance. Regarding the model structure, the output of
the runoff process is the lateral inflow at a single node. Like-
wise, the output of the flow confluence process is the ponding
volume at a single node. Regardless of the size of the pipe
network, the output of the model is at each node. However, a
large-scale pipe network with lots of nodes will significantly
increase the time spent training the model and also require
extra processing power.

To verify the feasibility of the modeling framework above,
a small-scale case area JD, a residential district in S city,
is selected as the study area. Figure 7a shows the elevation
map of the study area. There are 32 residential buildings in
the district, with a total area of 6.128 hm2. The study area
is separated from the municipal roads by walls, with three
entrances on the community’s northern, eastern, and west-
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ern sides. Rain pipes in the study area are circular pipes with
200, 300, 400, 500, or 600 mm in diameter (mostly 300 mm).
The total length of this pipe network is 5.5 km. The network
contains 336 nodes and 340 pipes and is connected to the
municipal pipe networks through four outlets, as denoted by
the green triangle in Fig. 7b. There are 15 level gauges and
3 flowmeters in the current pipe network. The layout of mon-
itoring points is also shown in Fig. 7b.

2.4.2 Rainfall data

The rainstorm intensity for S city is designed using Eq. (5),
which is obtained according to a universal design storm pat-
tern proposed by Keifer and Chu (1957). The storm pattern
is broadly used both at home and abroad. The generated
storms are usually extreme enough to reflect the state of the
pipe networks under the most unfavorable conditions (Sk-
ougaard Kaspersen et al., 2017).

_ 167A(1+ClogP) _ 1600(1 +0.846log P)
- (t +b)" o (t+7.0)00%

®)

where ¢ is the rainstorm intensity (in L s hm™2), P is the
reappearing rainfall period (in a(a)), ¢ is the duration of rain-
fall (in min), and A, C, b, and n are parameters of the rain-
storm intensity design formula.

The rainstorm intensity before or after the peak is deter-
mined using Eq. (6).

A(1+ClgP)[“;—’”zb+b]

I (tb) = (,7b+b)n+l
e = AQ+ClgP)| G2 +b] (6)
a) — (lt%r+b)n+1 )

where #, and t, are the times before and after the peak (in
min), respectively, and r is the rainfall peak coefficient.
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Figure 7. Study area, JD, which is a residential district. (a) The elevation map and stormwater system in the case area. (b) The layout of the

monitoring points in the case area.

Then single-peak rainfall scenarios were constructed un-
evenly by using different rainfall reappearing periods (P)
ranging from 0.5 to 100 a, a peak coefficient (r) ranging from
0.1 to 0.9, and a duration (7T') ranging from 60 to 360 min.

In addition to single-peak rainfall scenarios, we also con-
sidered bimodal rainfall scenarios. According to the histor-
ical bimodal rainfall data in S city, the rainfall peaks corre-
sponding to the bimodal design storm pattern with the du-
ration from 60 to 360 min could be computed by Pilgrim
and Cordery (1975). Pilgrim and Cordery (1975) present a
method to count the historical rainfall data and deduce the
rainstorm pattern from it.

Table 1 shows the bimodal design storm patterns with
60 and 120 min duration time, respectively, where P /Ppax
represents the distribution of rainfall intensity over time (with
a Smin unit period). Then, double-peak rainfall scenarios
were constructed according to Table 1 using reappearing pe-
riods ranging from 0.5 to 100 a.

The produced single-/double-peak rainfall data were then
added with Gaussian white noise (produced according to the
procedures described in Sect. 2.2) to ensure that the obtained
dataset contains enough extreme conditions. Take the rain-
fall with a return period of 5 a as an example. Figure 8 shows
the effect of adding noise, where panel (1) shows the ran-
domly generated Gaussian white noise over the duration,
panel (2) shows the distribution of the reordered white noise,
and panel (3) magnifies the part circled in panel (2). Pan-
els (4)—(6) show the design rainfalls after adding 30 %, 50 %,
and 70 % white noise, respectively. Specifically, we have
limited the noises near the rainfall peak; i.e., only negative
noises are allowed there.
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In this study, the noise percentages went from 0% to
100 % in increments of 10 % to blur the characteristics of
the design storm pattern and intensify the extreme condi-
tions. The synthetic dataset contained a total of 16 960 rain-
fall events. The ratios of the training, validation, and test sets
were 80 %, 10 %, and 10 %, respectively.

In general, a small training set normally leads to a poor ap-
proximation effect. Thus, a convergence test was performed
to evaluate the data requirement for the proposed LSTM-
based model to obtain the desired approximation effect. The
model performances using different sizes of training data
were compared, as shown in Fig. 9. When the data size was
reduced to two-thirds of the origin volume, then the model
performance fell down to 90 % of the original. Moreover, if
the data size was halved, then less than 80 % of the origin
model performance remained.

2.4.3 Simulated and measured data

A hydrodynamic model was established for the case pipe net-
work. The simulation results (i.e., the lateral inflows and the
volume of ponding at each node, in addition to the level and
flow data at the monitoring points) were obtained using the
constructed rainfall events described in Sect. 2.4.2. In the
simulation process, we considered a uniform rainfall distri-
bution in space. A simplified representation of the sewer sys-
tem and a constant, uniform infiltration rate in the green area
were also considered for runoff computation (Lowe et al.,
2021). Meanwhile, we did not consider the two-dimensional
surface overflow.

Besides, the measured rain data and monitoring data (wa-
ter depth and flow) of five historical rainfall events were used
to verify the performance of the corrected model. The uncer-
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Figure 9. The learning curve which describes the relationship be-
tween model performance and data volume.

tainty in the measurements was not considered (Huong and
Pathirana, 2013). In this study, we considered the simulation
results of the verified hydraulic model to be the ground truth.

Table 2 shows the measurements of the five historical rain-
fall events used in the process of model correction. Among
the five events, three were used to correct model CR and the
flow confluence process, while the other two were used to
evaluate the reliability of the approach.

2.4.4 Model construction

The hyperparameters used in this paper were mainly deter-
mined by Hyperopt (Bergstra et al., 2013). Hyperopt is a
Python library for hyperparameter optimization that adjusts
parameters using Bayesian optimization.

Table 3 shows the hyperparameters in the learning process
of the model setup and model correction obtained by Hyper-
opt.
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2.4.5 Performance evaluation

The mean absolute error (MAE), mean squared error (MSE),
correlation coefficient (CC), and Nash—Sutcliffe efficiency
coefficient (NSE) are broadly used indicators to assess the
performance of a data-driven model. In this study, we used
MAE and MSE to quantify the size of the errors; i.e., dif-
ference at each node between the prediction by the proposed
LSTM-based model and simulation from the hydrodynamic
model. Moreover, NSE and CC were also used to evaluate
the level of agreement at all nodes. Equations (7)—(10) list
the formulas of these four indicators.

1 D T
MAE=——) ") Yo = Py 7
s=11=1
1 & .
MSE= =33 (Y — 1) ®)
s=1t=1
T, D LD 2
Z(ﬁzyxt_ﬁz rt)
NSE =1 — t=1 s=1 s=1 . (9)
T (D L Lo
> (hEhu-dr XX 0a)
t=1 s=1 t=1s=1
CC=
T D T D D T D
\/z@zys,fﬁzzyx,x%zymﬁzz o)
=1 s=1 t=1s=1 s=1 t=1s=1 (10)
T/, D ) 2T1DA ITDAZ’
Z(BZYWWZZ%) t§<52 u*ﬁzz st

where D is the number of events in the test set, T is the num-
ber of time steps of the relevant rainfall event, Yy, is the pre-
diction given by the neural network at the rth time step in
the sth event, and Yy, is the simulation given by the hydrody-
namic model.
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Table 1. The bimodal design storm pattern.

T (Smin)  P/Pmax (%)

(a) 60 min duration

1 3.19
2 16.71
3 8.74
4 1.52
5 2.27
6 4.02
7 5.89
8 22.68
9 10.51
10 12.76
11 7.05
12 4.68
(b) 120 min duration

1 0.74
2 1.76
3 6.42
4 3.75
5 2.05
6 1.52
7 2.73
8 4.43
9 9.23
10 11.17
11 17.57
12 13.81
13 7.76
14 5.3
15 2.38
16 1.13
17 3.17
18 1.32
19 0.98
20 0.84
21 0.54
22 0.64
23 0.44
24 0.33

Table 2. The five historical rainfall datasets used to correct the
LSTM-based model.

Dataset Rainfall ~ Rainfall Max rain Duration
event (mm) intensity (min)
(mm minfl)
Training No. 1 494.50 8.13 180
No. 2 146.63 2.61 90
No. 3 254.51 3.61 240
Testing No. 4 442.61 7.26 150
No. 5 254.41 4.97 120

Hydrol. Earth Syst. Sci., 27, 2035-2050, 2023
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Figure 10. Box plots of score values for comprehensive evaluation
of all nodes in the case area in the model development procedure.

To evaluate the accuracy of the proposed model in predict-
ing ponding, we have introduced five indicators (as shown
in Table 4), namely accuracy (ACC), precision (PPV), and
false omission rate (FOR) to evaluate the model accuracy in
predicting the occurrence of ponding at a single node and
S —PPV and S —FOR to evaluate the model accuracy in pre-
dicting the occurrence of ponding for a single event. TP and
TN denote the number of occurrences when a ponding case
and a normal case (no ponding occurs) are correctly identi-
fied, respectively, FP is the number of occurrences when a
normal case is incorrectly identified as a ponding case, and
FN is the number of occurrences when a ponding case is ig-
nored by the model. The subscript “s” denotes the number of
time steps in the sth event.

3 Results
3.1 Model setup

The LSTM-based model was trained by the designed rainfall
data and simulation produced from the hydrodynamic model.
According to the procedures described in Sect. 2.2, the noise
(e) transmitted from the runoff process to the flow conflu-
ence process was equal to 1.9412 % in the case of the pipe
network. For the sake of convenience, the noise was set to
2%.

Figure 10 described the overall performance of the model
using four box plots of the mean scores (of all nodes) on
the test set, with the outliers removed. As shown in Fig. 10,
the median values of MAE and MSE were much smaller
than 0.1, indicating that the model has converged at all nodes.
The median value of CC was close to 1, even though the min-
imum value was higher than 0.95. The median value of NSE
was higher than 0.95, yet the minimum value was about 0.75,
which indicated that, although the model’s performance at
each node was slightly different, the overall prediction was
generally reliable.

Due to the limited space, we only listed the evaluation re-
sults of six representative nodes. The six nodes (as shown in
Fig. 11) were selected because of the severity of consequence
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Table 3. Hyperparameter configuration in the model setup and correction processes.

Hyperparameters Model CR Flow
Runoff process  Fine-tuning process  confluence
process
Normalization Z score Z score Min-max
Batch size 150 150 150
Epoch 300 300 300
Model setup  Learning rate 1x1072 5x1073 1x 1072
Optimizer Adam SGD SGD
LSTM hidden layer neurons 16 - 256
MLP hidden layer neurons 16 1536/3072 256/128*
LSTM layers 2 - 4
MLP layers 1 2 2%
Model Learning rate 1x10~4 5% 1072
correction Optimizer Adam SGD

Note that the asterisks™ refers to setting the hyperparameters of “CLASSIFICATION_MODULE” and “OUT_MODULE” in the
flow confluence process to the same values. SGD is the stochastic gradient descent.

Table 4. Indicators used to evaluate accuracy of the proposed model in predicting ponding for a single node and for a single event.

Score Purpose Equation Range  Best
value
1 b TP,+TN
ACC Mean accuracy for time ACC= 5 > m 0-1 1
s=1
points classified correctly
1 D TP
PPV Mean precision for well- PPV =5 TP, +%Ps 0-1 1
s=1
judged time point
1 D FN,
FOR Mean proportion of omission  FOR = 5 > tx i 0-1 0
s= 1 S N
on the timeline
S —PPV  Percentage for well-judged S —PPV = Tr?i—&DFID 0-1 1
samples
S —FOR  Percentage of samples with S —FOR = % 0-1 0

false negatives

once ponding occurred and also because they were relatively
uniformly distributed in the pipe network. Moreover, three of
them (nodes 2, 238, and 313) were chosen because the pos-
itive samples (where ponding occurred) accounted for less
than 50 % of the training set, and the other three had the op-
posite case. For example, at node 238, the positive samples
accounted for 18.33 % of the training set, while at node 95,
up to 98.6 % samples were positive.

Table 5 lists the scores at the six selected nodes for evalu-
ating the model performance in ponding occurrence predic-
tion. In Table 5, columns ACC to FOR reflect the accuracy of
ponding occurrence prediction in the sense of time (i.e., av-
eraged in time). The mean ACC values (accuracy) for all six

https://doi.org/10.5194/hess-27-2035-2023

nodes were higher than 98.5 %. Compared to ACC, the mean
PPV values (precision) were slightly lower, with the min-
imum value about 88 % at node 238, which indicated that
a ponding case had at least an 88 % chance of being cor-
rectly identified. The mean FOR value (false omission rate)
of each node was generally lower than 1 %, and among them
the worst performance occurred at node 95 (FOR = 0.98 %),
which indicated that the model had a relatively small chance
to ignore the ponding. The last two columns in Table 5 re-
flect the accuracy of the model in predicting ponding oc-
currence for a single rainfall event. For example, falsely re-
ported events took up 6 % of the testing events at node 238
(S—PPV =94 %), which was already the worst performance

Hydrol. Earth Syst. Sci., 27, 2035-2050, 2023
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Figure 11. The locations of the six selected nodes used for evalua-
tion.

Table 5. The scores at the six selected nodes for evaluating the
model performance in ponding occurrence prediction.

Node no. ACC PPV FOR S—PPV §—FOR
2 9990% 9511% 0.04 % 98.00%  0.00 %
24 99.56% 9521% 0.27% 99.33%  0.00 %
95 98.66% 93.47% 098% 100.00%  0.00%
238 99.81% 88.33% 0.06% 94.00%  0.00 %
313 99.67% 95.775% 0.19% 99.33%  0.00 %
335 99.56% 9529% 023% 100.00%  0.00 %

among the six selected nodes, while the S —FOR values at all
of these six nodes equalled 0, which indicated that the model
did not miss any ponding incidents in the testing set.

The scores for evaluating the model performance in the
ponding volume prediction are listed in Table 6. As shown
in Table 6, the MAE and MSE scores were generally small,
with the highest MAE score (0.0770Ls™!) occurring at
node 95 and the highest MSE score (0.3788 L% s~2) occur-
ring at node 2. Compared to the MAE and MSE scores, the
variability in the CC scores was much smaller. All of them
were very close to 1. As for the NSE scores, the lowest
score (NSE = 0.8195 at node 238) was above 0.8. The re-
sults shown in Table 6 indicate that the proposed model had
arelatively good performance in ponding volume prediction.

Furthermore, in the above analysis, the mean score val-
ues on the test set were used for evaluation, and the vari-
ability was ignored. Figure 12 shows the predicted ponding
volume at the selected nodes compared with the simulation
results in six testing rainfall events. As shown in panel (1),
the predicted start time of ponding was 5 min earlier than the
simulation at node 2. As shown in panel (2), three peaks ap-
peared in the ponding process of node 95, and the model has
identified each of them. No ponding occurred at node 238,
given the testing precipitation, as shown in panel (5), and the
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Table 6. The scores at the six selected nodes for evaluating the
model performance in ponding volume prediction.

Node MAE MSE cc NSE
no. Ls™hH @rs™?

2 0.0170 03788  0.9997 0.9811
24 0.0414  0.1876  0.9941 0.9754
95 0.0770 02740  0.9860 0.9599
238 0.0073  0.0260 0.9999 0.8195
313 0.0183  0.0505 09974 0.9825
335 0.0349  0.0826 09968 0.9882

prediction of the model was in consistent with it. Overall, the
prediction of the model was relatively accurate.

3.2 Model correction

In this study, the model was trained based on the simulation
results from a hydrodynamic model. Though the hydrody-
namic model has been verified, the differences between the
simulation (from the hydrodynamic model) at the monitoring
points and the monitoring data persisted during the essen-
tial operation of the pipe network, which inevitably degraded
the accuracy of the LSTM-based model in ponding forecast.
Thus, it is necessary to correct the model using the measured
rainfall data, level or flow data at the monitoring points, and
ponding data.

The discrepancy between the measurements and simula-
tion from the hydrodynamic model can be exemplified by
Fig. 13. As shown in Fig. 13, rainfall event no. 5 was one of
the measured precipitation events where the maximum pre-
cipitation intensity reached 4.97 mm min~!. For this event,
the measured water depth and flow data were compared with
the simulation from the hydrodynamic model, as shown in
the left and right panels of Fig. 13, respectively.

The ponding process predicted by the corrected model was
compared with the monitored ponding data to evaluate the
model performance. Figure 14 illustrates the overall perfor-
mance of the corrected model using four indicators, as de-
scribed in Sect. 2.4.5. To be specific, the four box plots show
the range of the mean score values on the test set at all nodes.
As shown in the Fig. 14, the median values of the CC and
NSE scores maintained values above 0.98 and 0.9, respec-
tively. In contrast, the maximum values of MAE and MSE
scores remained lower than 0.30Ls~! and 0.6L2s72, re-
spectively.

Specifically, the mean score values at the six selected
nodes obtained using the corrected model are summarized
in Table 7. As shown in Table 7, the MAE and MSE scores
were generally small, the NSE score at each node was stably
above 0.9, and the CC scores were all above 0.95. The results
shown in Table 7 suggest that the corrected model performed
well at different nodes.
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Figure 12. Comparison between the predicted ponding volume and simulation from the hydrodynamic model at the selected nodes for
six testing rainfall events that were chosen randomly.
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Figure 14. Box plots of mean score values of the test set for all

nodes in the model updating procedure.
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Table 7. Mean score values at the six selected nodes obtained using

the corrected model.

Node MAE MSE ccC NSE
no. Ls~h) @257

2 0.0912  0.1604 09774 0.9545
24 0.1359 02426 09863 0.9586
95 02916  0.7378 09583 0.9071
238 00855 0.1842 09773 0.9302
313 00642 00571 09896 0.9727
335 0.0943  0.1135 09942 0.9683
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Figure 15. Comparison between the predicted ponding volume and measured values at the selected nodes in rainfall event no. 5.

Table 8. Mean score values of all nodes for five measured rainfall
events, obtained by using the model with/without correction.

MAE MSE CC NSE

@Ls™h @rs7
Model without correction  0.5719 4.5045 0.1139 <0
Model with correction 0.1504 0.5919 0.9309 0.8316

To further test the capability of the corrected model, the
mean scores of all nodes for five measured rainfall events
are summarized in Table 8, where the results from the model
without correction are also listed as a comparison. As shown
in Table 8, all of the four indicators suggest that the cor-
rected model performed much better than the model with-
out correction. Specifically, the NSE score obtained from the
model without correction was less than 0, while this score
rose up to 0.8316 after applying the model correction proce-
dure, which indicated the necessity of the correction.

To further demonstrate the effect of model correction pro-
cedure, we have shown the predicted ponding process at the
six selected nodes for rainfall event no. 5, obtained by using
the model with and without correction, as shown in Fig. 15.
As shown in Fig. 15, the corrected model performed better at
all the selected nodes, e.g., by having a more accurate predic-
tion of the start/end times of the ponding and more accurate
ponding curves (more similar to the measured ones).

Hydrol. Earth Syst. Sci., 27, 2035-2050, 2023

All of the results shown above demonstrate the superiority
of the corrected model compared to the original one, in which
the monitoring data were introduced in the model correction
procedure.

4 Discussion
4.1 Comparison of neural network structures

The proposed model (termed model A) was compared with
the conventional LSTM structure (termed model B) to show
the superiority of the variant of the LSTM structure in the
flow confluence process. The schematic diagrams of the two
models are shown in Fig. 16a—c. As shown in the various
panels, model B has exactly the same structure as model A in
the runoff process. The only difference in the two models lies
in the flow confluence process, where a multi-task learning
mechanism is introduced in the learning process of model A.

Furthermore, model A, as proposed in this paper, was com-
pared with two other models (models C and D) to illustrate
the necessity of having the two processes in tandem, i.e., the
runoff and flow confluence processes. The network structures
of models C and D are shown in Fig. 16d and e, respectively,
where the ponding information was obtained directly from
the rainfall data without extracting the characteristics of lat-
eral inflows.

Figure 17 shows two examples. In the first example, as
shown in Fig. 17a, ponding did not occur at node 2. How-
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ever, about 24 Ls~! ponding volume was falsely reported
by the three alternative models (models B, C, and D), while
model A predicted no ponding at this node, which was con-
sistent with the simulation (considered to be the ground
truth). In the second example, as shown in Fig. 17b, where
ponding occurred and lasted for about 40 min, model A pre-
dicted a more accurate ponding curve than the other three
alternative models.

Figure 18 presents the range of mean score values on the
test set for all nodes, as obtained by using models A-D. As
shown in the figure, the range of the MAE or MSE score from
model A was half that of model B. The CC scores from model
A were very close to 1, while the CC scores from model B
varied from about 0.8 to 1. The NSE scores from model A
were generally higher than 0.7, while the NSE scores from

https://doi.org/10.5194/hess-27-2035-2023

model B were unstable and generally lower than those from
model A. Obviously, model A performed much better than
model B in ponding volume prediction, as indicated by all
four of the indicators.

As also shown in Fig. 18, the obvious superiority of
model A (or B) over models C and D demonstrates the ne-
cessity of having two processes in tandem. Besides, it is also
shown in Fig. 18 that the range of all four of these indica-
tors expanded gradually from model A to D, which indicated
decreased steadiness.

Table 9 shows the mean score values at all nodes (on the
test set) obtained by using the four models. According to
the results, the performance ranking of the four models was
model A > model B > model C > model D.

Hydrol. Earth Syst. Sci., 27, 2035-2050, 2023
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Figure 18. Comparison of model performance on the ponding vol-
ume forecasting. The results of the proposed model A are compared
to those obtained from models B, C, and D.

Table 9. Mean score values of all nodes obtained from models for
predicting the volume of ponding.

Model MAE MSE CC NSE
Ls™hH @?s7?

A 0.0309 0.1624 0.9960 0.9462

B 0.0622 0.1815 0.9578 0.8552

C 0.0849 0.2584 0.8823 0.7424

D 0.1358 0.3480 0.9257 0.7391

The comparative analyses above indicated that the LSTM-
based model proposed in this paper had remarkable supe-
riority over the other three alternatives for ponding volume
forecasting. There are two reasons behind this. First, the pro-
posed model had two processes in tandem, namely the runoff
and flow confluence processes. The second is due to the aux-
iliary classification task introduced in the flow confluence
process. The two tandem processes reduced the computa-
tional burden of this data-driven approach and avoided in-
terference with each other during training, while the classifi-
cation task introduced facilitated the capability of the model
to identify ponding.

4.2 The influence of the number of monitoring points
on model correction

It was easy to spot from the trial that the performance of
the corrected model depended on whether the layout of the
monitoring points could reflect the hydraulic conditions of
the pipe network. An unreasonable design of the monitoring
equipment might lead to a failure in model correction.

There were 15 level gauges and 3 flowmeters in the case
pipe network, as shown in Fig. 7b. To analyze how the num-
ber of monitoring points impacted the performance of the
revised model, different numbers of monitoring points were
randomly selected as a quantitative control group. Figure 19
presents the evaluation results of the revised model for pond-
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Figure 19. Score values obtained by using different numbers of
monitoring points in the model correction process.

ing volume forecasting, as obtained by using different num-
bers of monitoring points.

As shown in the Fig. 19, the NSE scores stayed at
around 0.9 when the number of monitoring points ex-
ceeded six, and the CC scores showed similar trends to the
NSE scores. Besides, the other scores showed the opposite
trends. It turned out that, when the number of monitoring
points was over 1 per hectare, then increasing the number
of monitoring points further had limited effect on improv-
ing the accuracy of the corrected model. However, when the
number of monitoring points was below 0.5 per hectare (i.e.,
the number of monitoring points was less than 3), then it was
highly effective to increase the number of monitoring points
in the pipe network. For example, the NSE score was lower
than 0.8 when the number of monitoring points was only 1.

In summary, one monitoring point per hectare is the crit-
ical point. If the number of monitoring points was less than
this limit, then the performance of the revised model could
not be guaranteed.

5 Conclusions

This work aims at promoting the application of deep learning
in urban flood forecasting. Specifically, we have proposed
an optimized LSTM-based approach in this study, which can
quickly identify and locate ponding with relatively high ac-
curacy.

According to the research results, the main conclusions of
this study are summarized as follows:

1. The proposed model is constructed by two tandem pro-
cesses (runoff process and flow confluence process) and
utilizes a multi-task learning mechanism to achieve high
accuracy. Over 15000 designed rainfall events were
used for model training, which covers various extreme
weather conditions. The median score of NSE for pond-
ing forecasting is greater than 0.95, and the mean accu-
racy at any node to determine whether ponding occurs
reaches higher than 0.98.
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2. The superiority of the proposed model has been demon-
strated by comparing with two widely used deep learn-
ing models, namely (traditional) LSTM and CNN mod-
els.

The superiority of the proposed model having two tan-
dem processes is proved by comparing with LSTM and
CNN structures with a single process. The mean NSE
score for the ponding volume forecasting of the pro-
posed model is 0.9462, while those scores of the LSTM
and CNN structures with a single process are 0.7424 and
0.7391, respectively. Then, the superiority of the pro-
posed model with a LSTM variant is demonstrated by a
comparison with the conventional LSTM structure that
also has two tandem processes. As shown in Table 9, the
mean NSE score of the latter is 0.8552.

3. An approach to the model modification using real-life
monitoring level and flow data is proposed in this paper.
The proposed LSTM-based model is further calibrated
to achieve better accuracy.

The LSTM-based model is corrected using two steps.
First, the runoff process is corrected with the measured
rain, level, and flow data, referring to parameter-based
(model-based) transfer learning. Then, the flow conflu-
ence process is updated using the updated lateral in-
flows at all nodes and the measured ponding volume.
As shown in Table 8, the mean CC score at all nodes
of the model with correction is 0.9309, while that of the
model without correction is 0.1139.

Overall, the proposed LSTM-based approach pro-
vides a new possibility for early warning and forecasting of
ponding in an urban drainage system. In this study, all oper-
ations were conducted in an offline mode. In a future study,
we will explore the capability of the proposed model in a
real-time event analysis. Furthermore, we will optimize the
model by considering the influence of two-dimensional over-
land flow in ponding volume prediction.
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