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Figure 6. Distribution of the spatial scale per (a) flood application and (b) type of flood in the reviewed papers. Local and regional scales are

the most used.

Africa and Asia, and Australia, respectively, but since the size of each area were smaller than 100000km2 they were marked as

regional scale models. They also do not fit within the national scale classification since they do not encompass whole nations.

Supra-national scale models assessing the entire globe or a continent have not been studied yet with deep learning models. This

seems unexpected since ML techniques have already been employed at global scales, outperforming traditional techniques, for310

example in the estimation of design floods along river networks (e.g., Zhao et al., 2020a). Since DL models have been shown

to outperform ML models, as later outlined in this review, more models should be used at those scales in future studies.

3.2.4 DL architecture

Fig. 4 reports the architecture used for each application, showing that DL models are mainly based on fully connected and

convolutional layers.315

MLP networks are widely used due to their flexibility and ease of implementation. However, they are usually coupled

with other techniques to reach satisfactory performances. Stochastic optimization techniques, such as genetic algorithm, firefly

algorithm, and particle swarm optimization were combined with MLPs to search the optimal model’s parameters (e.g., Li et al.,

2015; Ngo et al., 2018; Kalantar et al., 2021). Multi-criteria decision analysis models, such as frequency ratio and analytical

hierarchy process, were also coupled with MLPs to adjust the weights of each input in flood susceptibility (e.g., Kourgialas and320

Karatzas, 2017; Costache et al., 2020; Popa et al., 2019). Furthermore, k-means clustering was used to categorize the dataset

in classes, to account for different topographical conditions; then, for each class, a MLP was trained (e.g., Chang et al., 2010;

Huang et al., 2021a). Combining MLPs with such methods partly compensates the lack of inductive biases, however, this lack

blocks the model from employing existing structures in the data, ultimately limiting their usability. Since flooding phenomena
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