Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020
https://doi.org/10.5194/hess-24-4601-2020

© Author(s) 2020. This work is distributed under
the Creative Commons Attribution 4.0 License.

Hydrology and
Earth System
Sciences

An uncertainty partition approach for inferring interactive

hydrologic risks

Yurui Fan', Kai Huang?, Guohe Huang?, Yongping Li*, and Feng Wang*

1Department of Civil and Environmental Engineering, Brunel University, London, Uxbridge,

Middlesex, UB8 3PH, United Kingdom

ZFaculty of Engineering and Applied Sciences, University of Regina, Regina, SK, S4S0A2, Canada
3Institute for Energy, Environment and Sustainable Communities, University of Regina,

Regina,SK, S4S 0A2, Canada

4School of Environment, Beijing Normal University, Beijing 100875, China

Correspondence: Yurui Fan (yurui.fan@brunel.ac.uk) and Guohe Huang (huangg @uregina.ca)

Received: 20 August 2019 — Discussion started: 11 October 2019

Revised: 14 May 2020 — Accepted: 12 August 2020 — Published: 22 September 2020

Abstract. Extensive uncertainties exist in hydrologic risk
analysis. Particularly for interdependent hydrometeorologi-
cal extremes, the random features in individual variables and
their dependence structures may lead to bias and uncertainty
in future risk inferences. In this study, an iterative factorial
copula (IFC) approach is proposed to quantify parameter un-
certainties and further reveal their contributions to predictive
uncertainties in risk inferences. Specifically, an iterative fac-
torial analysis (IFA) approach is developed to diminish the
effect of the sample size and provide reliable characteriza-
tion for parameters’ contributions to the resulting risk infer-
ences. The proposed approach is applied to multivariate flood
risk inference for the Wei River basin to demonstrate the ap-
plicability of IFC for tracking the major contributors to re-
sulting uncertainty in a multivariate risk analysis framework.
In detail, the multivariate risk model associated with flood
peak and volume will be established and further introduced
into the proposed iterative factorial analysis framework to re-
veal the individual and interactive effects of parameter un-
certainties on the predictive uncertainties in the resulting risk
inferences. The results suggest that uncertainties in risk in-
ferences would mainly be attributed to some parameters of
the marginal distributions, while the parameter of the depen-
dence structure (i.e. copula function) would not produce no-
ticeable effects. Moreover, compared with traditional facto-
rial analysis (FA), the proposed IFA approach would produce
a more reliable visualization for parameters’ impacts on risk
inferences, while the traditional FA would remarkably over-

estimate the contribution of parameters’ interaction to the
failure probability in AND (i.e. all variables would exceed
the corresponding thresholds) and at the same time underesti-
mate the contribution of parameters’ interaction to the failure
probabilities in OR (i.e. one variable would exceed its corre-
sponding threshold) and Kendall (i.e. the correlated variables
would exceed a critical multivariate threshold).

1 Introduction

Many hydrological and climatological extremes are highly
correlated with each other, and it is desired to explore their
interdependence through multivariate approaches. Examples
include sea-level rise and fluvial flood (Moftakhari et al.,
2017), drought and heat waves (Sun et al., 2019), and soil
moisture and precipitation (AghaKouchak, 2015). Moreover,
even one specific hydrological extreme may have multiple
attributes, such as the peak and volume for a flood, dura-
tion and severity for a drought, and duration and intensity
of a storm (Karmakar and Simonovic, 2009; Kong et al.,
2019). Traditional univariate approaches, mainly focusing on
one variable or one attribute of hydrological extremes (e.g.
flood peak), may not be sufficient to describe those hydrolog-
ical extremes containing multivariate characteristics. Thus
the univariate frequency/risk analysis methods may be un-
able to obtain reliable risk inferences for the failure probabil-
ity or recurrence intervals of interdependent extreme events
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(Chebana and Ouarda, 2011; Requena et al., 2013; Salvadori
et al., 2016; Sadegh et al., 2017).

Since the introduction of the copula function into hy-
drology and the geosciences by De Michele and Sal-
vadori (2003), the copula-based approaches have been
widely used for multivariate hydrologic risk analysis. The
copula functions are able to model correlated variables with
complex or nonlinear dependence structures. Also, these
kinds of methods are easily implemented since the marginal
distributions and dependence models can be estimated in sep-
arate processes which also give flexibility in the selection of
both marginal and dependence models. A large amount of
research has been developed for multivariate hydrologic sim-
ulation through copula functions, such as multivariate flood
frequency analysis (Sraj et al., 2014; Xu et al., 2016; Fan
et al., 2018, 2020); drought assessments (Song and Singh,
2010; Kao and Govindaraju, 2010; Ma et al., 2013); storm
or rainfall dependence analysis (Zhang and Singh, 2007;
Vandenberghe et al., 2010); streamflow simulation (Lee and
Salas, 2011; Kong et al., 2015); and other water and environ-
mental engineering applications (Fan et al., 2017; Huang et
al., 2017).

For both univariate and multivariate analyses for hydrom-
eteorological risks, uncertainty would be one of the unavoid-
able issues which needs to be well addressed. The uncer-
tainty in hydrometeorological risk inference mainly results
from stochastic variability of hydrometeorological processes
and incomplete knowledge of the watershed systems (Merz
and Thieken, 2005). Many studies have been proposed to ad-
dress uncertainty in both univariate and multivariate hydro-
logical risk analysis (e.g. Merz and Thieken, 2005; Serinaldi,
2013; Dung et al., 2015; Zhang et al., 2015; Sadegh et al.,
2017; Fan et al., 2018). However, one critical issue in un-
certainty quantification of hydrological inference is how to
characterize the major sources for uncertain risk inference.
Qi et al. (2016) employed a subsampling ANOVA approach
(Bosshard et al., 2013) to quantify individual and interactive
impacts of the uncertainties in data, probability distribution
functions, and probability distribution parameters on the to-
tal cost for flood control in terms of flood peak flows. Even
though the subsampling ANOVA approach is able to reduce
the effect of the biased estimator on quantification of vari-
ance contribution resulting from the traditional ANOVA ap-
proach, it should be noticed that merely subsampling one un-
certainty parameter/factor (referred to as single-subsampling
ANOVA), as used in the studies by Bosshard et al. (2013)
and Qi et al. (2016a), will lead to (i) an underestimation of
the individual contribution for the factor to be sampled and
(ii) overestimation of contributions from those non-sampled
factors. Moreover, few studies have been reported to charac-
terize the individual and interactive effects of parameter un-
certainties in marginal and dependence models on the multi-
variate risk inferences.

Consequently, as an extension of previous research, this
study aims to propose an iterative factorial copula (IFC) ap-
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proach for quantifying and partitioning uncertainty metrics
from different sources in multivariate hydrologic risk infer-
ence. In detail, the parameter uncertainties are quantified
through a Monte Carlo based bootstrap algorithm. The in-
teractions of parameter uncertainties are explored through a
multilevel factorial analysis approach. The contributions of
parameter uncertainties are analysed through an iterative fac-
torial analysis (IFA) method, in which all uncertainty factors
will be subsampled to generate more reliable results. The
applicability of the proposed IFC approach will be demon-
strated through case studies of flood risk analysis in the Wei
River basin in China.

2 Methodology

Figure 1 illustrates the framework of the proposed IFC ap-
proach. The framework consists of four modules: (i) selec-
tion of marginal distributions, (ii) identification of copulas,
(iii) parameter uncertainty quantification, and (iv) parameter
interaction and sensitivity analysis. In IFC, modules (i) and
(ii) are proposed to construct the most appropriate copula-
based hydrologic risk model. In detail, a number of distri-
butions, such as Gamma, generalized extreme value (GEV),
lognormal (LN), Pearson type III (P III), and log-Pearson
type II (LP III) distributions, are usually employed to de-
scribe the probabilistic features of individual random vari-
ables (e.g. flood peak and volume). Also, in order to quantify
the dependence structures of correlated random variables,
many copula functions have been proposed, such as Gaussian
copula, Student ¢ copula, and the Archimedean copula family
(e.g. Clayton, Gumbel, Frank, and Joe copulas). In the cur-
rent study, the indices of root mean square error (RMSE) and
Akaike information criterion (AIC) will be employed to iden-
tify the most appropriate model for hydrologic risk inference.
Module (iii) quantifies parameter uncertainties in marginal
distributions and copulas. Module (iv) would be the core part
of our study to identify the main sources of uncertainties in
multivariate risk inference by the proposed iterative factorial
analysis (IFA) approach.

2.1 Copula-based multivariate risk inference
framework

A copula function is a multivariate distribution function with
uniform margins on the interval [0, 1]. Sklar’s theorem states
that any d-dimensional distribution function F can be formu-
lated through a copula and its marginal distributions (Nelsen,
2006). In detail, a multivariate copula function can be ex-
pressed as

F(x1,x2,...,x4aly1, 72, .., ¥d,0) = C(Fx, (x1|y1),

Fx,(x2]y2), ..., Fxy(xalya)16), ey

where Fy, (x1[y1), Fx,(x2]y2). ..., Fx,(xalya) are marginal
distributions of the random vector (X1, X», ..., Xq), with y1,
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Figure 1. Framework of the proposed IFC approach.

Y2, ..., Vd, respectively, being the unknown parameters of the
marginal distributions. 6 is the parameter in the copula func-
tion describing dependence among the correlated variables.
If these marginal distributions are continuous, then a single
copula function C exists, which can be written as (Nelsen,
2006)

Clurua,...,ual0) = F(Fy uin), Fy, (ualya),
- Fy (ualya)), )

where ui = Fx, (x1ly1), uz = Fx, (x2|y2),
ug = Fx,(xdlya). More details on the theoretical back-
ground and properties of various copula families can be
found in Nelsen (2006).

If appropriate copula functions are specified to reflect the
joint probabilistic characteristics for a multivariate extreme
event, the conditional, primary, and secondary return periods
(RPs) can be obtained. Consider one kind of hydrological ex-
treme (denoted as X) with d attributes (i.e. X = (x1, x2, ...,
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x4)), and for a specific extreme event X* with its attributes
being X* = (x{, x3, ..., x}), three categories of multivariate
RP can be applied to determine the potential risk of X*.

(i) “OR” case TOR:

TOR:{('xla-x27'7-xd) ERd X1 >xik
VX >x3V...Vxd>xj}

_ 1%
1= C(Fi(x1]y1), - .., Fa(xalya)|0)’

3)

where RY is a d-dimensional real space; u denotes the av-
erage time between two adjacent events under considera-
tion. The joint RP in OR (denoted as TOR) indicates the
occurrence probability of the extreme event with one of its
variables, x;, i =1, 2, ..., d, exceeding the corresponding
threshold x7*.

(ii) “AND” case TAND:
TAND — (x|, x2,...,xq) € RY: x| > X Axy > x5
A...AXd>x]}
i W

C(Fi(xiy), Fa(alya), ..., F1(xalya)l6)

“)

where C is the multivariate survival function of the X; pro-
posed by Salvadori et al. (2013, 2016), and F;(x;|y;) =
P(X > xj) = 1—F;(x;]y;). Following Salvadori et al. (2013,
2016) and the inclusion—exclusion principle proposed by
Joe (2014), the multivariate survival function C can be ob-
tained by

Cw=C(—u) 5)
and
d
Cw=1-Y ui+Y (-D*OCs;:ies), (©6)
i=l1 SeP

where #(S) denotes the cardinality of S. The joint RP in AND
(denoted as TAND) of the extreme event indicates the occur-
rence probability with all of its variables x;,i =1, 2, ..., d,
exceeding the corresponding thresholds x7.

(iii) “Kendall” case: the Kendall RP characterizes the hy-
drologic disasters exceeding a critical layer as defined by Sal-
vadori et al. (2011): LF = {x € RY: F(x) = t}. The Kendall
RP can be expressed as (Salvadori et al., 2011)

7 Kendall _ H %)
1-Kc@®)’

where K¢ is the Kendall distribution function associated
with the copula C, which can be expressed as

Kc(t) = P(C(F1(x1ly1), ..., Fa(xqlya)0) <1). (®)

In addition to the multivariate RP, failure probability (FP)
can be another index to provide more coherent, general, and
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well-devised tools for multivariate risk assessment and com-
munication. In general, the failure probability pjs to indicate
the occurrence of a critical event for at least one time in M
years of design life can be defined as (Salvadori et al., 2016)

M
pu=1-]]0=pp)=1-(FEa)". )
j=l1

Similar to the multivariate RP concept, the failure proba-
bility in a multivariate context can also be characterized
in the “OR”, “AND”, and “Kendall” scenarios expressed
by the following equations. For a given critical threshold
x* = {x},x3,...,x]}, the failure probabilities violating this
critical value can be expressed as (Salvadori et al., 2016)

PR =1—(C(F ), Fi(x5172),

Fa(x3lyalon” (10a)
PP =1— (1 - C(F (xfIn), B2 (53192), -,
Fi(xjlyalon” (10b)
pRendall — 1 — (P(C(F1(x}In). Fi(x3192),
o Faxflyalo) <o)’ (10c)
where p(T)R, p?ND, and p%e“dau, respectively, denote the fail-

ure probability in the “AND”, “OR”, and “Kendall” cases. T
indicates the service time of the facilities under considera-
tion.

Focusing on a bivariate case, the joint RP and the associ-
ated failure probability in the “OR”, “AND”, and “Kendall”
scenarios can be formulated as (Salvadori et al., 2007, 2011;
Graler et al., 2013; Sraj et al., 2014; Serinaldi, 2015)

7
JOR _ i 11
i,z 1 —CUle(u17u2|0) ( a)
AND i
_ , 11b
ui,uz 1 —uy —ux+Cy,u,(u1,u2|0) ( :
Kendall ®
_ , 11
uy,uy 1— P(CUle(“T’u;) <t) (11¢)
p?Rzl—(CUIUZ(L{T, u§|0))T’ (lld)
NP =1 — (@} +u3 — Cuyu, (uf, u310)T (1le)
pendall — | _ (p(Cy,u, (ut, uil0) <), (11£)

where u = Fi(x1|y1), u2 = Fa(x2|y2), u} = Fi(x{|y1), and
us = F2(x31y2), (x], x3) define the bivariate threshold.

2.2 Uncertainty in the copula-based risk model

Extensive uncertainties may be involved in the parametric es-
timation of a copula function due to (i) the inherent uncer-
tainty in the flooding process; (ii) uncertainty in the selection
of appropriate marginal functions and copulas; and (iii) sta-
tistical uncertainty or parameter uncertainty within the pa-
rameter estimation process (e.g. the availability of samples)
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(Zhang et al., 2015). Several methods have been proposed to
quantify parameter uncertainties in copula-based models. For
instance, Dung et al. (2015) proposed bootstrap-based meth-
ods for quantifying the parameter uncertainties in bivariate
copula models. Zhang et al. (2015) employed a Bayesian
inference approach for evaluating uncertainties in copula-
based hydrologic drought models, in which the component-
wise hit-and-run Metropolis algorithm is adopted to estimate
the posterior probabilities of model parameters.

In this study, a bootstrap-based algorithm is applied to
quantify parameter uncertainties in the copula-based multi-
variate risk model. The procedures describing the bootstrap-
based algorithm to derive probabilistic distributions of the
parameters in both marginal and dependence models are pre-
sented as follows.

1. Predefine a large number of bootstrapping samplings
Np.

2. Implement the resampling with replacement over ob-
served pairs Z = (X, Y) to obtain Z* = (X*, Y*); Z*
has the same size as Z.

3. Fit the chosen marginal distributions to X* and Y* and
estimate the associated parameters (yx, yy).

4. Fit the chosen copula to Z* and estimate the parameter
in the copula function 6.

5. Repeat steps 2-5 Np times and obtain Np sets of
(vx,yy,0). Moreover, in order to reject those param-
eters that lead to bad fits for both marginal and copula
models, the A-D test and the Cramér—von Mises test are
introduced in the bootstrap procedure to ensure that the
obtained parameters can pass statistical tests for both the
marginal distribution and copula models. Then the ker-
nel method will be adopted to quantify the probabilistic
features for yy, yy, and 6.

6. In order to derive bivariate uncertainty bands for a pre-
defined quantile curve (QC) with certain joint RP in
“AND”, “OR”, or “Kendall” (denoted as TANP  TOR
and T¥endally “cample Ng, sets of (yx, yy,0) from the
obtained Np samples.

7. Sample a large number (Ng) of x;
marginal distributions.

y;j from their

8. For each set of (yx, yy,6) from Ng,, evaluate the joint
RPsof (x;, yj)) i=1,2,...,Ng;y=1,2,..., Ng) and
store the pairs of (x;, y;) approaching the predefined
joint RPs.

9. Repeat step 8 for Ng, and for each predefined QC and
plot the bivariate uncertainty bands for each quantile

QC.

https://doi.org/10.5194/hess-24-4601-2020
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2.3 Interactive and sensitivity analysis for parameter
uncertainties

Due to the uncertainties existing in the unknown values of
parameters for a copula model, the associated risk or the re-
turn period for a flooding event may also be uncertain. Few
studies have been reported to analyse the effect of uncertain-
ties in the copula model on evaluating the risk for a flood
event. To address the above issue, an iterative factorial anal-
ysis (IFA) approach will be proposed to reveal the individual
and interactive effects of parameter uncertainties on the pre-
dictive uncertainties of different risk inferences.

Consider a copula-based bivariate risk assessment model
which has two marginal distributions (A and B) and one cop-
ula (C). The parameters in the two marginal distributions are
assumed to be, respectively, denoted as yA with a levels and
¥ 2 with b levels, while the parameter in the copula is de-
noted with € with ¢ levels. The three-factor ANOVA model
for such a factorial design in terms of the predictive risk (de-
noted as R) in response to the parameters y4, ¥p, and 6¢ and
n replicates can be expressed as

Rijr = R0+R9c+R A+R B+R0C A+R9CVkB

i=1725" » €,
) i=12a,

+Ry]-Aka +R9[Cyj{qka +£l]kl k= 17 27" ’b’ (12)
1=1,2,....n,

where Ry denotes the overall mean effect; Ryc, RV_A, and
i J
Rka, respectively, indicate the effect for parameter #€ in the

copula at the ith level, parameter y in the first marginal
distribution at the jth level, and parameter ¥ in the first
marginal distribution at the kth level; RQC A R9CVkB’ and

R,/.Aka indicate interactions between factors GC and y4, €
J

and ¥ B, as well as y* and y 8, respectively; Ryca v de-
J

notes the interaction of factors € , y4, and y 8
the random error component.

Based on Eq. (12), the total variability of the predictive
risk can be decomposed into its component parts as follows

(Montgomery, 2001):

; & jki denotes

SSt = SSyc +SS,4 +SS,5 +SS; + S8, (13a)
and
¢ a b n
i=1j= 1;1 1 Ukl abcn (13b)
< 2
$Syc = %; R - alz.;h, .
5 = b a v R%_’ -
y o

abcn
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b
SS, 5 = R? 13
"7 aen ; ke abcn (13¢)
c a b n c a b
Z Rt]kl n ZZZRUk ’ (13f)
i=1 j=1k=11=1 i=1j=1k=1
SS; =SS +SSyc., 5 +SS + SS,c
I QC},A 2] VB VB}/A 0 VAVB (13g)

=SSt —SSyc —SS,4 — 8,8 =SS,

where Riji. =Y | Rijki, Ri..= 2?2122:1 > Rijus
\ b -

Rj. =12 k=12 1= Riju, Rk = Z§=IZ(;’=1

Y= Riju, and R = Zf:lZ?:lZZ:lZ?:lRijkl' Then

the contributions of parameter uncertainties in marginal
distributions and dependence structures can be calculated as
the following.

(3) Contribution of parameters in marginal distributions A
and B:

(14a)
(14b)

naA = SS),A/SST,
np = SSVB/SST.

(2) Contribution of the parameter in the dependence struc-
ture:

nc = SSyc /SSt. (14¢)
(3) Contribution of internal variability:

ne =SS./SSt. (14d)
(4) Contribution of parameter interactions:
nr=1=na—np—1nc—1ne. (14e)

However, one major issue for the ANOVA approach is
that the biased variance estimator in ANOVA would un-
derestimate the variance in small sample size scenarios
(Bosshard et al., 2013). Thus the sample size may signifi-
cantly affect the resulting variance contributions expressed
in Egs. (14a)—(14e). A subsampling approach has been ad-
vanced by Bosshard et al. (2013) to diminish the effect of
the sample size in ANOVA and has been employed for un-
certainty partitioning in flood design and hydrological sim-
ulation (Qi et al., 2016a, b). In such a subsampling scheme,
one factor (denoted as X) with T levels (these levels can be
different values for numerical parameters, or different types
for non-numerical factors, e.g. model type) would choose
two levels in each iteration. For T possible levels of X, we
can obtain a total of C% possible pairs for X, expressed as a
2xCy 2 matrix as follows:

gh,j)=
XX e X X X Xr Xrp X7y (15)
X X3 o Xp X3 X4 oo X7 Xr Xr

However, such a subsampling approach is mainly applied to
subsample merely one factor or one parameter (here we refer

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020
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to this method as single-subsampling ANOVA) in previous
studies (Bosshard et al., 2013; Qi et al., 2016a, b). However,
a critical issue for the single-subsampling ANOVA is that it
will lead to an underestimation of the individual contribution
for the factor to be sampled and overestimation of contri-
butions for those non-sampled factors. Consequently, in this
study, we will propose an IFA approach to subsample all the
factors to be addressed and then quantify the contribution of
each factor to the response variation. In the IFA approach,
all factors under consideration will be subsampled, and the
corresponding sum of squares will be obtained. The con-
tribution of one factor would be characterized by the mean
value of its contribution in each iteration. In detail, for the
three-factor ANOVA model expressed by Eq. (12), the sub-
sampling schemes for the three parameters can be formulated
as

ggc (hc, jo)
_( 05 e --oef ey 05 00, 00, 60,
*( o o .. ef e e . 0S,  6f ec (16a)
gya(ha. ja)
A A A A A A A A
(o o e v yu—l) 16b
( it v v o v v ) (16b)
g,5(hg. jp)
B B B B B B B
:( VIB 713 718 VzB VzB th—z Vh 7 yh;l)' (160)
¢ V3 Y V3 Y4 Yl 74 Yp

Consequently, there are a total number of CLZ. Cg C,f iterations
in IFA for the three-factor model expressed as Eq. (12). For
each iteration, the sums of squares can be reformulated as

2 2 2

sSp=. 2. >, ZRggc(hc JO)8, 4 (having, i (h.js)l

hc=lha=1hp=11=1

Rz . , 4
8yC (0,jc)8,4(0,jA)8, B (0. ]B)-

)

8n
(17a)
. 1 2 s
S
SSpe = 1= 2 Re e jong, ato.ing, @)
he=1
R> . . .
8yc (0,jc)g,A(0,ja)g, B (0,jB).
85 (0.Jc)8,A0.Ja)8, B (0.]B ’ (17b)
8n
. 1 2
A
SSyA T 4n Z 8oc (hc,0)g,a (ha,ja)g, B (0,jB)-
R . ‘ 4
8yC (0,jc)8,A(0,jA)8,B(0,]B)-
- ’ ’ , (17¢)
8n
. 1 2
J [ Jp—
SSyB “ 4n Z 8gc (hc,0)g,4(0,ja)g, B (hB.jB)-
R . . .
8yc(0,jc)g,a(0,ja)g, B (0,)B).
- - - : (17d)

8n
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2 2 2

SSg— Z Z Z Z 84c (hc.je)g, a (ha.ja)g, s (hp. )l

hc=lhpa=1hg=1I=1
1 2 2 2

2
T Z RggC(thjC)gyA(hquA)gyB(hEajB)-’ (17¢)
hc=1lha=1hp=1
58] =88} — 88} —s87 —ss/, s, (179
where

Reyc(he.jc)g, aha.in)g, s (hp.jp).
n

= Zl:leQC(hC>jC)gyA(hA‘jA)gVB(hB»jB)I

Re,c(hc.jc)g,a0.ia)8,8 (0. jB)- =
2 2 n

=1 2ip=120=1Reye (he jcrg, aha. jarg, s (. jm)l-

Reyc (0.8, aha.ja)g, 5 (0. jp)- =

n

th=12h3=121=1 Rggc (hc.jc)g,a(ha,ja)g, s (hp,jp)l

Rggc(OajC)gVA(UyJIA)gyB(thjB)- =
2 2 n

th=1 ZhAzl Zl:l RgQC(hCajC)gyA(hAvjA)gyB(thjB)l

Rggc(o,jc)gyA(vyjA)gyB(0,j3)~ =
2 2 2 n

D=1 2ina=1 2hp=12-1=1Reyc e icrg, a ha. jn)g, 5 (s jm)l-

Also, for each iteration, the corresponding contributions for

each factor can be obtained as

nh = SS’)’/A/SSJ, (18a)
Ny = SSJVB/ss/, (18b)
ng. = SS)c/SS}.. (18¢)
) =SSL/SSpn) = 1=’ —nly —nl—nl. (18d)

Finally, the individual and interactive contributions for those
factors can be obtained by averaging the corresponding con-
tributions in all iterations, expressed as

1< ) )
na = 72 S74/SSt. (19a)
1 J
=S S74/SST. (19b)
j=1
J
U S~gs/ /ss)
nC = 7 QC/SS ’ (19C)
j=1
1 J
e = > Ssi/y (19d)
j=1
1
= (19¢)
j=1

where J = CcngCg.

3 Applications

The proposed IFC approach can be applied to various mul-
tivariate risk inference problems. In this study, we will ap-
ply IFC for multivariate flood risk inference at the Wei River

https://doi.org/10.5194/hess-24-4601-2020
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basin in China. The Weihe River plays a key role in the eco-
nomic development of western China and thus is known re-
gionally as the “Mother River” of the Guanzhong Plain of
the southern part of the Loess Plateau (Song et al., 2007;
Zuo et al., 2014; Du et al., 2015, Xu et al., 2016). It origi-
nates from the Niaoshu mountain at an elevation of 3485 m
above mean sea level in Weiyuan County of Gansu Province
(Du et al., 2015). The Weihe River basin is characterized by
a semi-arid and sub-humid continental monsoon climate, re-
sulting in significant temporal—spatial variations in precipi-
tation, with an annual average precipitation of 559 mm (Xu
et al., 2016). Furthermore, there is a strong decreasing gra-
dient from south to north in which the southern region expe-
riences a sub-humid climate with annual precipitation rang-
ing from 800 to 1000 mm, whereas the northern region has
a semi-arid climate with annual precipitation ranging from
400 to 700 mm (Xu et al., 2016). Over the entire basin, the
mean temperature ranges from 6 to 14 °C, the annual poten-
tial evapotranspiration fluctuates from 660 to 1600, and the
annual actual evapotranspiration is about 500 mm (Du et al.,
2015).

Observed daily streamflow data at the Xianyang and
Zhangjiashan gauging stations were used for hydrologic risk
analysis. Figure 2 shows the locations of these two gauging
stations based on the daily streamflow data, the flood peak
applied is defined as the maximum daily flow over a period,
and the associated flood volume is considered the cumulative
flow during the flood period. In this study, the flood charac-
teristics are obtained based on an annual scale. This means
that one flood event is identified in each year. The detailed
method to identify the flood peak and the associated flood
volume can be found in Yue (2000, 2001). Table 1 shows
some descriptive statistical values for the considered vari-
ables (peak discharge, Q; hydrograph volume, V), in which
47 and 55 flood events are characterized at the Xianyang and
Zhangjiashan stations, respectively.

4 Results analysis
4.1 Model evaluation and selection

There are a number of potential probabilistic models for
modelling individual flood variables and their dependence
structures. In this study, five alternative distributions, includ-
ing gamma, generalized extreme value (GEV), lognormal
(LN), Pearson type III (P III), and log-Pearson type III (LP
III) distributions, are employed to describe the probabilis-
tic features of the chosen flood variables (i.e. peak and vol-
ume). Moreover, goodness-of-fit tests are performed through
the indices of Kolmogorov—Smirnov test (K-S test), root
mean square error (RMSE), and Akaike information crite-
rion (AIC) to screen the performance of those potential mod-
els. The results are presented in Table 2. The results indicate
that all five parametric distributions can produce satisfactory
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Figure 2. The location of the studied watersheds. The Wei River
is the largest tributary of the Yellow River, with a drainage area
of 135000km?. The historical flood data from the Xianyang and
Zhangjiashan stations on the Wei River are analysed through the
proposed IFC approach.

results, with all p values larger than 0.05. However, it can be
concluded that the GEV and lognormal approaches show the
best performance for, respectively, modelling flood peak and
volume at both gauging stations.

In addition, a total number of six copulas, including Gaus-
sian, Student’s ¢, Clayton, Gumbel, Frank, and Joe copulas,
are considered as the candidate models for quantifying the
dependence structures for flood peak volume at the Xianyang
and Zhangjiashan gauging stations. Also, the goodness-of-fit
statistic test is performed based on the Cramér—von Mises
statistic proposed by Genest et al. (2009). The indices of
RMSE and AIC were employed to evaluate the performance
of the obtained copulas and identify the most appropriate
ones. Table 3 shows statistical test results for the selected
copulas. The results show that, for the Zhangjiashan station,
all candidate copulas except the Joe copula performed well,
while all six copulas would be able to provide satisfactory
risk inferences at the Xianyang station. Moreover, based on
the values of RMSE and AIC, the Gumbel copula was cho-
sen to model the dependence of flood peak and volume at the
Zhangjiashan station, while the Joe copula performed best

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020
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Table 1. Flood characteristics for different stations.

Y. Fan et al.: An uncertainty partition approach for inferring interactive hydrologic risks

Station name  Period Flood variable
Peak (m3 sfl) Volume (m3 g1 dfl)
Xianyang 1960-2006  Minimum 139 317
Median 1350 2491
Maximum 12380 17 802
Zhangjiashan  1958-2012 Minimum 217 303.7
Median 775 1365.3
Maximum 3730 7576.1

Table 2. Statistical test results for marginal distribution estimation: LN means lognormal distribution, P III means Pearson type III distribu-
tion, and LP III means log-Pearson type III distribution. K-S test denotes the Kolmogorov—Smirnov test.

Station name  Flooding variables  Marginal distribution K-S test RMSE AIC
T pvalue

Zhangjiashan  Peak Gamma 0.075 0.547 0.038 —323.6
GEV 0.072 0915  0.028 —389.4

LN 0.081 0.840  0.028 —388.3

PIII 0.089 0.739  0.040 —3493

LP III 0.080 0.851 0.032 -3714

Volume Gamma 0.146 0.174 0.060 —306.3

GEV 0.102 0.584  0.037 —-357.1

LN 0.090 0.725 0.036 —361.3

PIII 0.159 0.111 0.074 —280.9

LP III 0.097 0.647  0.037 —-3575

Xianyang Peak Gamma 0.116 0.553 0.037 —-305.4
GEV 0.088 0.865 0.031 -321.9

LN 0.105 0.676  0.044 —290.5

P I 0.120 0.505 0.042 —292.8

LP III 0.132 0.385 0.062 —2559

Volume Gamma 0.115 0.531 0.045 2875

GEV 0.054 0998  0.020 —364.3

LN 0.067 0975  0.019 -367.4

P10 0.101 0.691 0.038 —302.0

LP III 0.072 0952  0.031 -319.7

at the Xianyang station, except that although the p value is
slightly lower than Gumbel, the overall result favours Joe.
Consequently, the Gumbel and Joe copulas were chosen in
this study to further characterize the uncertainty in model
parameters and the resulting risks at the Zhangjiashan and
Xianyang stations, respectively.

4.2 Uncertainty in model parameters and risk
inferences

Based on the results in Tables 2 and 3, the multivariate risk
inference model was established, in which the GEV and
lognormal distributions would, respectively, be adopted to
model the individual flood variables at both gauging stations,
while in comparison, the Gumbel and Joe copulas would, re-

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020

spectively, be employed for the Zhangjiashan and Xianyang
stations. Afterward, uncertainties would be characterized
based on the bootstrap algorithm illustrated in Sect. 2.2. In
this study, a total number of 5000 samples was chosen in
order to generally visualize the uncertainty features in the
model parameters. The probabilistic features for obtained pa-
rameter values (i.e. shape, scale, and location for GEV, mean-
log, sdlog for LN, and theta for copula) for each sample sce-
nario would be described by the kernel method. Figure 3 ex-
hibits the probabilistic distributions for the six unknown pa-
rameters in the established multivariate risk inference model.
Extensive uncertainties exist in the parameters for both the
marginal distribution and dependence model. As presented
in Fig. 3, each parameter, except the meanlog in the LN dis-
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Figure 3. Probabilistic features for parameters in marginal distributions and copula: for both the Xianyang and Zhangjiashan stations,
the GEV (parameters include shape, scale, and location) function would be employed to quantify the distribution of flood peak, while
the lognormal distribution (parameters denoted as meanlog and sdlog) is applied for flood volume. The Gumbel and Joe copulas (parameter
denoted as theta) would be, respectively, adopted to model the dependence between flood peak and volume at the Zhangjiashan and Xianyang

stations.

tribution, exhibits noticeable uncertainty. Moreover, most of
the parameter uncertainties are approximately normally dis-
tributed, except the shape parameter in GEV for Xianyang.
It is quite apparent that different parameter values in the
copula model would lead to different risk inference results.
Consequently, parameter uncertainties in the marginal distri-
butions and copula functions would definitely result in uncer-
tainties in multivariate risk inferences. Based on the copula
model, some multivariate risk indices can be easily obtained,
such as the joint return period in OR, AND, and Kendall,
as expressed in Egs. (11a)—(11c). However, due to parameter
uncertainties, these risk indices may also exhibit some de-
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grees of uncertainty. Figures 4—6 describe uncertainties for
the joint RP in AND, OR, and Kendall at the two stations.
In general, the predictive RP in AND exhibit most signifi-
cant uncertainty, followed by the predictive RP in OR and
Kendall. However, for moderate or large flood events, con-
siderable uncertainties can be observed in the inferences for
all three joint RPs. Specifically, noticeable uncertainties ex-
ist in the predictive joint RP of AND even for a minor flood
event with a 5-year joint RP. For some large flood events with
a joint RP around 100 years, the predictive RP in AND shows
remarkable uncertainty, ranging from less than 50 years to
larger than 200 years. For the joint RP in OR and Kendall,

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020
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Figure 4. Uncertainty quantification of the joint RP in “AND”: the red dash lines indicate the predictive means, the two blue dash lines,
respectively, indicate the 5 % and 95 % quantiles, and the grey lines indicate the predictions under different parameter samples with the same
joint RP of the red and blue dash lines. The cyan lines denote the predictions under different return periods, with the model parameters being

their mean values.

Table 3. Performance for quantifying the joint distributions be-
tween flood peak and volume through different copulas: CvM is the
Cramér—von Mises statistic proposed by Genest et al. (2009), with
a p value larger than 0.05 indicating satisfactory performance.

RMSE AIC CvM p value

Zhangjiashan ~ Gaussian 0.067 —295.5 7.93 0.78
Student ¢ 0.067 —293.5 8.52 0.60

Clayton 0.084 —270.1 9.46 0.33

Gumbel 0.064 —-3009 793 0.76

Frank 0.069 —292.1 9.07 0.45

Joe 0.061 —306.3 11.03 0.03

Xinshan Gaussian 0.051 -—277.2 8.47 0.24
Studentr  0.051 —275.7 8.23 0.29

Clayton 0.062 —259.7 8.21 0.32

Gumbel 0.048 —284.0 7.13 0.67

Frank 0.056 —268.7 8.27 0.29

Joe 0.045 —290.3 6.99 0.65

slight uncertainty may exist for small flood events (e.g. 2- or
5-year joint RP). Nevertheless, apparent uncertainties can be

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020

observed in the predictive joint RP even for moderate flood
events. As shown in Fig. 5, considerable uncertainties may
appear in the predictive joint RP of OR even for a flood with
an actual joint RP of 20 years, while prediction of the Kendall
RP for a 20-year (in Kendall RP) flood event may range from
10 to 50 years, as presented in Fig. 6.

4.3 Individual and interactive effects of parameter
uncertainties

It has been observed that parameter uncertainties in the
copula-based multivariate risk model would lead to signif-
icantly imprecise risk predictions. However, one critical is-
sue to be addressed is how the parameter uncertainties and
their interactions would influence the risk inference. Conse-
quently, a multilevel factorial analysis, based on Eqs. (12)
and (13), was proposed to primarily visualize the individ-
ual and interactive effects of parameter uncertainties in the
marginal and dependence models on the resulting risk infer-
ences. In this study, a total number of six parameters (i.e.
three from GEV, two from LN, and one from copula) was ad-
dressed, and based on probabilistic features of these parame-

https://doi.org/10.5194/hess-24-4601-2020
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ters, three quantile levels (i.e. 0.1, 0.5, and 0.9) were chosen
to characterize the resulting risk inferences under different
parameter values. This would finally form a 3° factorial de-
sign, which has six factors, with each having three levels. The
failure probability denoted as Eq. (10) would be considered
the response in this factorial design.

The main and interactive effects of parameter uncertainties
on the failure probabilities in AND are visualized in Fig. 7. It
is noticeable that at the two gauge stations, parameter uncer-
tainties have similar main and interactive effects on the fail-
ure probabilities in AND, which indicates that parameters’
effects (individual and interactive) on the failure probability
in AND are independent of the location of gauge stations.
More specifically, variations in the shape parameter in GEV
and sdlog parameter in LN would lead to more changes in
the corresponding responses (i.e. failure probability in AND)
than the variations in other parameters. Also, as shown in
Fig. 7, the parameter in the copula function (i.e. Cop_theta),
describing dependence of the two flood variables, would not
have an effect on the resulting risk as much as the effects
from the parameters (except the location parameter in GEV)

https://doi.org/10.5194/hess-24-4601-2020

in the marginal distributions. In terms of parameter inter-
actions, the significance of interactive effects for different
parameters varies. The interactive curves for some parame-
ters (e.g. GEV_shape and GEV_location) are nearly paral-
lel at the three levels, indicating an insignificant interaction
for these two parameters on the inferred risk. In comparison,
there are also some interactive curves intersecting each other
(e.g. GEV_shape and LN_meanlog), implying a significant
interaction between these two parameters. Table 4 provides
the results from an ANOVA table for the failure probability
in AND. It is quite interesting that (i) even though the effect
from the parameter in the copula function is not as visible as
the effects from the parameters (except the location parame-
ter in GEV) in the marginal distributions (as shown in Fig. 7),
such an effect is still statistically significant; (ii) the effect
from the location parameter of GEV is statistically insignifi-
cant, which also leads to insignificant interactive effects be-
tween the location parameter and other parameters; (iii) the
interactions between the parameter in copulas and the param-
eters in marginal distributions would be more likely statisti-
cally insignificant; (iv) the statistical significance (significant

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020
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or not) for individual and interactive effects from parame-
ters is almost the same between these two gauge stations. All
these conclusions obtained from Table 4 are consistent with
the implications described in Fig. 7.

In terms of the failure probabilities in OR and Kendall, as
presented in Figs. 8 and 9, these have similar patterns to the
failure probability in AND (presented in Fig. 7). The indi-
vidual/main effects from the marginal distributions (except
the location parameter in GEV) are generally more visible
than the parameters in copula functions. Also, some inter-
active curves, especially the curves between GEV_location
and others, are parallel, showing insignificant interaction be-
tween those parameters. More detailed characterizations of
the main and interactive effects for the failure probabilities
in OR and Kendall are described in the ANOVA tables in Ta-
bles 5 and 6. These two tables show some slight differences
from the conclusions given by Table 4. The location param-
eter in GEV also has a statistically significant effect on the
failure probabilities results in OR and Kendall, which also
leads to some significant interactions between this parame-
ter and other model parameters. For the failure probability in

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020

Kendall, the parameter in the copula would have more inter-
actions with other parameters in marginal distributions than
the interactions in the failure probability in AND and OR. As
presented in Table 6, the parameter in the copula would have
a statistically significant effect on the inferred failure prob-
ability in Kendall with other parameters except the location
parameter in GEV. These results are also implied in the main
effects plots and full interactions plot matrices in Figs. 8 and
9.

Based on the three-level factorial analysis, it can be gen-
erally concluded that the parameters in the marginal distri-
butions (except the location parameter in GEV) would have
more individual effects on joint risk inference than the pa-
rameter in the copula. The risk indices (i.e. AND, OR, or
Kendall) would not have significantly influenced the individ-
ual effects of model parameters. However, for the interactive
effects among model parameters, they may exhibit slightly
different patterns. Specifically, the parameter in the copula
would have more significant interactions with parameters in
the marginal distributions on the failure risk in Kendall than
the other two risk indices. Moreover, the individual and inter-
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Figure 7. Main effects plot and full interactions plot matrix for parameters on the failure probability in AND at the two gauge stations.
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Figure 8. Main effects plot and full interactions plot matrix for parameters on the failure probability in OR at the two gauge stations.

https://doi.org/10.5194/hess-24-4601-2020

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020



4614

Y. Fan et al.: An uncertainty partition approach for inferring interactive hydrologic risks

Table 4. ANOVA table for failure probability in AND: A indicates the shape parameter in GEV, B indicates the scale parameter of GEV, C
indicates the location parameter of GEV, D means the meanlog of LN, E means the sdlog of LN, and F means the parameter (i.e. theta) in

copula.

Parameter Zhangjiashan ‘ Xianyang

SS DF MS F value p value ‘ SS DF MS F value p value
A 0.37 2 0.18 75123 <0.0001 0.59 2 0.30 5079.8 <0.0001
B 0.02 2 8.91E-003 362.7 <0.0001 0.01 2 6.53E-003 111.7  <0.0001
C 8.31E-005 2 4.16E-005 1.7 0.18 | 8.64E-005 2 4.32E-005 0.7 0.48
D 0.06 2 0.03 1195.6  <0.0001 0.08 2 0.04 701.5 <0.0001
E 0.18 2 0.09 3766.7 <0.0001 0.31 2 0.16 2656.9 <0.0001
F 9.38E-004 2 4.69E-004 19.1 <0.0001 | 7.81E-004 2 3.91E-004 6.7 0.001
AB 2.87E-003 4 7.17E-004 29.3  <0.0001 | 8.73E-003 4  2.18E-003 374  <0.0001
AC 1.18E-005 4 2.95E-006 0.1 0.98 | 5.43E-005 4 1.36E-005 0.2 0.92
AD 0.05 4 0.01 473.5 <0.0001 0.08 4 0.02 338.3  <0.0001
AE 0.14 4 0.04 1448.1 <0.0001 0.28 4 0.07 1193.4  <0.0001
AF 4.31E-004 4 1.08E-004 4.4 0.001 | 4.69E-004 4 1.17E-004 2.0 0.09
BC 2.91E-007 4 7.26E-008 3.0E-003 1.00 | 2.24E-008 4 5.59E-009 9.6E-005 1.00
BD 2.42E-003 4  6.01E-004 247 <0.0001 | 2.47E-003 4 6.16E-004 10.6 <0.0001
BE 6.96E-003 4 1.74E-003 70.8 <0.0001 | 8.67E-003 4 2.17E-003 37.1 <0.0001
BF 8.33E-006 4 2.08E-006 0.09 0.99 | 2.36E-006 4 5.89E-007 0.01 1.00
CD 1.14E-005 4 2.86E-006 0.1 0.98 | 1.65E-005 4 4.13E-006 0.07 0.99
CE 3.23E-005 4 8.09E-006 0.3 0.86 | 5.67E-005 4 1.42E-005 0.24 0.91
CF 3.82E-008 4 9.55E-009 3.9E-004 1.00 | 1.56E-008 4 3.90E-009 6.67E-005 1.00
DE 1.79E-003 4 4.48E-004 18.3 <0.0001 | 6.92E-003 4 1.73E-003 29.6 <0.0001
DF 9.63E-005 4 2.41E-005 1.0 0.42 | 1.29E-004 4 3.22E-005 0.6 0.70
EF 3.24E-004 4 8.10E-005 33 0.01 | 4.54E-004 4 1.14E-004 1.9 0.10
Error 0.02 656 2.46E-005 0.04 656 5.84E-005
Total SS 085 728 \ 142 728

active effects from the model parameters on risk inferences
would not be influenced by the location of the gauge stations.

4.4 Contribution partition of uncertainty sources

As a result of parameter uncertainties, the predictive fail-
ure probabilities exhibit noticeable uncertainties, as shown in
Figs. 4-6. The three-level factorial analysis based on Eq. (13)
is able to provide a primary description and visualization
related to the individual and interactive effects of parame-
ter uncertainty on the inferred failure probabilities. However,
two critical issues to be answered are (i) how much would
parameter uncertainties contribute to the variation of the in-
ferred risk values and (ii) do these contributions change sig-
nificantly for failure probabilities with different service time
scenarios? To address these two issues and get reliable re-
sults, an iterative factorial approach (IFA) has been proposed,
which is formulated as Eqs. (15)—(19). Also, like the three-
level factorial analysis, three quantile levels were selected at
0.1, 0.5, and 0.9. Based on IFA, each parameter at its three
quantile values (0.1, 0.5, 0.9) would be further subsampled
into three scenarios of two quantile values (i.e. (0.1, 0.5),
(0.1, 0.9), and (0.5, 0.9)). For this study, we have a total num-
ber of six parameters, with each having three quantile values

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020

at 0.1, 0.5, and 0.9, which would lead to a total number of
729 (i.e. 3%) two-level factorial designs.

Table 7 shows the detailed contribution table of the model
parameters on uncertainty in predictive failure probabilities
of AND at the two gauge stations. It can be observed that,
even though some discrepancies exist at the Zhangjiashan
and Xingshan stations, the detailed contributions for each pa-
rameter and their interaction show quite similar features be-
tween these two stations. In detail, uncertainty in the shape
parameter in GEV has the most significant impact on the
failure probability in AND, followed by sdlog in LN, pa-
rameter interaction, meanlog in LN, and scale parameter in
GEV. Moreover, the uncertainty in the parameter in the cop-
ula would not lead to a significant variation in the result-
ing failure probability predictions in AND, which merely
makes a contribution less than 0.5 %. Such conclusions are
also generally consistent with the ANOVA results presented
in Fig. 7 and Table 4. Furthermore, with the increase in ser-
vice time, the contributions of each parameter and their inter-
actions do not vary significantly. Some individual contribu-
tions from parameter uncertainties would slightly increase,
while other individual contributions may slightly decrease.
However, the effect from parameter interactions would gen-
erally increase with the increase in service time. In compar-

https://doi.org/10.5194/hess-24-4601-2020



Y. Fan et al.: An uncertainty partition approach for inferring interactive hydrologic risks

4615

Table 5. ANOVA table for failure probability in OR: A indicates the shape parameter in GEV, B indicates the scale parameter of GEV, C
indicates the location parameter of GEV, D means the meanlog of LN, E means the sdlog of LN, and F means the parameter (i.e. theta) in

copula.

Parameter Zhangjiashan ‘ Xianyang

SS DF MS F value p value ‘ SS DF MS F value p value
A 2.04 2 1.02 392854  <0.0001 3.71 2 1.85 30534.6  <0.0001
B 0.20 2 0.10 3784.2  <0.0001 0.26 2 0.13 2165.8 <0.0001
C 9.47E-004 2 4.73E-004 18.2 <0.0001 | 1.81E-003 2 9.05E-004 149 <0.0001
D 0.24 2 0.12 4679.2  <0.0001 0.30 2 0.15 2498.1 <0.0001
E 0.60 2 0.30 11626.8 <0.0001 0.87 2 0.43 71322 <0.0001
F 7.83E-004 2 3.92E-004 15.1 <0.0001 | 6.38E-004 2 3.19E-004 53 0.005
AB 0.17 4 0.04 1666.3  <0.0001 0.27 4 0.07 1128.6  <0.0001
AC 8.08E-004 4 2.02E-004 7.8 <0.0001 | 1.83E-003 4 4.58E-004 7.5 <0.0001
AD 0.05 4 0.01 465.7 <0.0001 0.08 4 0.02 335.0 <0.0001
AE 0.15 4 0.04 14182  <0.0001 0.29 4 0.07 1175.8 <0.0001
AF 3.44E-004 4 8.60E-005 33 0.01 | 3.66E-004 4 9.14E-005 1.5 0.20
BC 8.01E-005 4 2.00E-005 0.8 0.54 | 1.23E-004 4 3.06E-005 0.5 0.73
BD 2.53E-003 4  6.32E-004 243 <0.0001 | 2.53E-003 4 6.33E-004 104 <0.0001
BE 7.21E-003 4 1.80E-003 69.4 <0.0001 | 8.84E-003 4  2.21E-003 364 <0.0001
BF 5.29E-006 4 1.32E-006 0.05 1.00 | 1.08E-006 4 2.69E-007 4.4E-003 1.00
CD 1.19E-005 4 2.98E-006 0.11 0.98 | 1.70E-005 4 4.24E-006 0.07 0.99
CE 3.35E-005 4 8.38E-006 0.32 0.86 | 5.78E-005 4 1.45E-005 0.24 0.92
CF 2.42E-008 4 6.04E-009 2.33E-004 1.00 | 7.12E-009 4 1.78E-009 2.9E-005 1.00
DE 0.11 4 0.03 1069.8  <0.0001 0.17 4 0.04 691.6 <0.0001
DF 7.48E-005 4 1.87E-005 0.7 0.58 | 9.92E-005 4 2.48E-005 0.4 0.80
EF 2.57E-004 4 6.42E-005 2.5 0.04 | 3.55E-004 4 8.88E-005 1.5 0.21
Error 0.02 656 2.60E-005 0.04 656 6.07E-005
Total SS 3.60 728 \ 6.01 728

ison, the enhancement in design standards for hydraulic in-
frastructures would lead to a greater chance of deceases in
individual effects and, at the same time, increases in parame-
ter interactions. For instance, as the flood design standard in-
creases from 200 to 500 years for a hydraulic facility with 30-
year service time near the Zhangjishan station, the interactive
effect of model parameters would increase from 15.14 % to
18.09 %.

In terms of the failure probability in OR, the individual
and interactive effects of model parameters on predictive risk
uncertainties show similar patterns with the parameters’ ef-
fects on the failure probability in AND. As shown in Table 8,
the shape parameter in the GEV distribution and the sdlog in
the LN distribution are the two major sources of uncertainty
in failure probabilities in OR. However, compared with the
failure probability in AND, parameter interaction has a less
effect on the resulting uncertainty of risk inference in OR. As
shown in Tables 7 and 8, the effect of parameter interaction
on the risk in AND ranges between 13.96 % and 20.05 %,
while in comparison, the parameters’ interactive effect on the
risk in OR varies between 10.25 % and 11.57 %. Apparently,
it can also be observed that some external factors such as
the design standard and service time of hydraulic infrastruc-
tures have less influence on the parameters’ interaction on
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risk in OR than the risk in AND. Howeyver, the first contribu-
tor (i.e. shape parameter in GEV) would have a larger contri-
bution on the predictive uncertainty in the failure probability
in OR as the increase in the design standard, while in com-
parison, this contributor would have a lower contribution on
the risk in AND. For instance, as the design return period of
flood (i.e. design standard) increases from 200 to 500 years
and the service time of the hydraulic facility is 30 years, the
contribution of the shape parameter in GEV would increase
from 47.62 % to 50.64 % for the failure probability in OR
at the Xianyang station, while the parameter’s contribution
on the failure probability in AND decreases from 49.26 % to
45.77 %.

For the failure probability in Kendall, the contributions of
model parameters and their interaction are presented in Ta-
ble 9. Similar to the failure probabilities in AND and OR, the
shape parameter in the GEV distribution and the sdlog pa-
rameter in the LN distribution are the two major contributors,
which can account for nearly 70 % or more in the predictive
uncertainty of the failure probability in Kendall. Meanwhile,
the scale parameter in GEV, meanlog in LN, and parame-
ters’ interaction also have noticeable effects on the risk in
Kendall, ranging from 4.72 % (scale parameter in GEV) to
12.64 % (meanlog in LN). Conversely, the location parame-
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4616

Y. Fan et al.: An uncertainty partition approach for inferring interactive hydrologic risks

Table 6. ANOVA table for failure probability in Kendall: A indicates the shape parameter in GEV, B indicates the scale parameter of GEV,
C indicates the location parameter of GEV, D means the meanlog of LN, E means the sdlog of LN, and F means the parameter (i.e. theta) in

copula.

Parameter Zhangjiashan ‘ Xianyang

SS DF MS  F value p value ‘ SS DF MS  F value p value
A 0.97 2 048 338132 <0.0001 2.08 2 1.04 270479 <0.0001
B 0.10 2 0.05 3349.5 <0.0001 0.15 2 0.08 1983.8  <0.0001
C 4.63E-004 2 231E-004 16.2 <0.0001 | 1.06E-003 2 5.27E-004 13.7  <0.0001
D 0.11 2 0.06 3987.6  <0.0001 0.17 2 0.08 2181.5 <0.0001
E 0.28 2 0.14  9809.6 <0.0001 0.47 2 0.24 6153.6 <0.0001
F 0.01 2 6.45E-003 4514 <0.0001 0.03 2 0.01 331.6  <0.0001
AB 0.09 4 0.02 1525.1 <0.0001 0.16 4 0.04 1066.2  <0.0001
AC 4.09E-004 4 1.02E-004 72 <0.0001 | 1.10E-003 4 2.5E-004 7.2 <0.0001
AD 0.02 4 5.45E-003 381.2  <0.0001 0.04 4 0.01 286.0 <0.0001
AE 0.07 4 0.02 1156.1 <0.0001 0.15 4 0.04 995.8 <0.0001
AF 2.16E-003 4 5.41E-004 37.8 <0.0001 | 5.99E-003 4 1.50E-003 389 <0.0001
BC 4.23E-005 4 1.06E-005 0.7 0.56 | 7.80E-005 4 1.95E-005 0.5 0.73
BD 1.15E-003 4  2.87E-004 20.1 <0.0001 | 1.38E-003 4 3.44E-004 9.0 <0.0001
BE 3.25E-003 4 8.14E-004 569 <0.0001 | 4.76E-003 4 1.19E-003 309 <0.0001
BF 2.48E-004 4 6.20E-005 4.3 0.002 | 4.94E-004 4 1.24E-004 32 0.01
CD 5.41E-006 4 1.35E-006 0.1 0.98 | 9.23E-006 4 2.31E-006 0.06 0.99
CE 1.51E-005 4 3.78E-006 0.3 0.90 | 3.11E-005 4 7.78E-006 0.2 0.94
CF 1.19E-006 4 2.97E-007 0.02 1.00 | 3.37E-006 4 8.42E-007 0.02 1.00
DE 0.05 4 0.01 950.1 <0.0001 0.10 4 0.02 623.48 <0.0001
DF 1.87E-004 4 4.68E-005 33 0.01 | 3.44E-004 4 8.59E-005 22 0.06
EF 4.11E-004 4 1.03E-004 7.2 <0.0001 | 9.13E-004 4 2.28E-004 5.9 0.0001
Error 9.37E-003 656 1.43E-005 0.03 656 3.84E-005
Total SS 172 728 \ 340 728

ter in GEV and the dependence parameter in copula merely
have relatively minor individual effects. However, it is no-
ticeable that, although the dependence parameter has a minor
effect (0.78 %, 1.03 %) on the risk in Kendall, such an effect
is much higher than the effect on the risk in AND (less than
0.23 %) and the risk in OR (less than 0.06 %).

Even though the prediction equations for the failure proba-
bilities in AND, OR, and Kendall as presented in Eq. (11) are
different, the impacts of parameter uncertainties show quite
similar features, in which the shape parameter in GEV and
the sdlog in LN are the two major contributors to the predic-
tive uncertainties in risk inferences. Nearly 70 % and more
variability in the uncertainties in risk inferences can be at-
tributed by the uncertainties in the shape parameter in GEV
and sdlog parameter in LN. Also, some external factors such
as flood design and facility service time may have different
influences on parameters’ effects for different risk indices;
such influences are not significant and would not lead to re-
markable changes in parameters’ contributions to risk infer-
ences. Parameters’ interaction has a greater effect on risk
inference in AND than the other two risk indices (i.e. OR,
Kendall), while the contribution from the dependence param-
eter, even though not noteworthy, has a larger effect on the
risk inference in Kendall.

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020

5 Discussion

5.1 Differences for the hydrologic risk models at
different stations

Different copula functions are applied for different stations,
which are chosen based on the indices of RMSE and AIC.
However, the selection of copula models at different sta-
tions may also be related to some key characteristics of the
drainage areas for those stations. The Gumbel copula will
be applied for the Zhangjiashan station. It can reflect strong
correlation at high values. However, the Joe copula, which is
adopted at the Xianyang station, can reflect a stronger right-
tail positive dependence than the Gumbel copula. Both the
Xianyang and Zhangjiashan stations have similar drainage
areas. The Xianyang station controls a drainage area of
46 480 km? (Xu et al., 2016), while the Zhangjiashan station
has a drainage area of 45412 km? (Sun et al., 2019). Never-
theless, the major reason that led to different copula functions
at these two stations may be the elevation features for those
two drainage areas. The drainage area of the Zhangjiashan
station is located in the central part of the Loess Plateau of
China, which is mainly characterized as a mountainous re-
gion. In comparison, even though a large part of the drainage

https://doi.org/10.5194/hess-24-4601-2020
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Figure 9. Main effects plot and full interactions plot matrix for parameters on the failure probability in Kendall at the two gauge stations.

area of the Xianyang station is also located in the mountain-
ous region, the Xianyang station also controls a large part of
the Guanzhong Plain, as indicated in the red part of Fig. 2.
Consequently, the flood hydrograph at the Zhangjiashan sta-
tion may be sharp, while the flood hydrograph at the Xi-
anyang station is relatively flat and shows a stronger right-
tail dependence among flood peak and volume. In fact, the
value of Kendall’s tau between peak and volume for the top
10 floods at the Zhangjiashan station is 0.33, while such a
value of Kendall’s tau at the Xianyang station is 0.6. These
facts may explain why the Gumbel copula is applicable for
the Zhangjiashan station while the Joe copula is applied for
the Xianyang station. However, this is an initial guess and
may need to be further demonstrated through more cases in
different areas.

5.2 Contribution partition of uncertainty sources
through different approaches

In this study, the individual and interactive contributions of
parameter uncertainties are quantified through the developed
IFA approach, in which each parameter has three levels (i.e.
0.1, 0.5, and 0.9 quantiles) to be subsampled. In fact, the pa-
rameters’ contributions can also be characterized by the tra-
ditional factorial analysis (FA) approach based on Eq. (14) as
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well as the IFA approach with more factor levels (e.g. four or
five levels for each parameter).

Table 10 shows the comparison of parameter contributions
to predictive uncertainty for failure probabilities in AND at
the Zhangjiashan station for three and four parameter level
scenarios for the design standard of 200 years. The results
of Table 10b are obtained through the IFA approach, with
each parameter having four levels to be its quantiles at 0.1,
0.35, 0.6, and 0.85. Also, Table 11 presents the parameter
contributions to predictive uncertainty in failure probabilities
obtained by the traditional FA approach for the Zhangjiashan
station with the design standard of 200 years and service time
of 30 years.

It can be seen that for different subsampling scenarios, the
resulting contributions may be different. However, such a dif-
ference would be tolerable since (1) the variations of parame-
ters’ contributions are relatively small and mainly happen for
the first two contributors, (2) the total contribution of the first
two contributors does not change remarkably (around 70 %
in total), (3) the contributions of other factors, especially the
parameters’ interaction, do not vary significantly, and (4) the
rank of the contributions from different sources does not
change for the two subsampling scenarios. In comparison, as
presented in Table 7, the contribution partition of parameter
uncertainties obtained through traditional FA shows totally
different patterns for different risk inferences. Specifically,

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020
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Table 7. Contributions of parameter uncertainties to predictive failure probabilities in AND under different design standards (i.e. return

periods — RPs) and different service periods.

(a) Zhangjiashan

GEV_scale 4.93% 4.96% 5.00%
o GEV_location 0.05% 0.05% 0.05%
&
o
Cop_theta  0.23% 0.23% 0.22%
GEV_scale 4.04% 4.05% 4.06%
o
(=]
‘:"_ GEV_location 0.03% 0.03% 0.03%
o
i
Cop_theta  0.18% 0.18% 0.17%
8 GEV_scale  3.22% 3.22% 3.21%
wn
& GEV_location  0.02% 0.02% 0.02%

Par_interaction --- ---

(b) Xianyang

2.27% 2.24% 2.21%

Legend
0.03% 0.03% 0.03%

TN
T

0.02% 0.02% 0.02%

0.09% 0.08% 0.08%

1.71% 1.69% 1.67%

0.01% 0.01% 0.01%

Cop_theta 0.14% 0.14% 0.13%

0.07% 0.07% 0.06%

30 year 50 year

70 year

30vyear 50 year 70 year

the traditional FA approach would significantly overestimate
parameter interactive effects on risk inference in AND; at the
same time, it would underestimate the interactive effects on
risk inference in OR and Kendall. Consequently, the contri-
bution rank of parameter uncertainties from traditional FA is
different from the results obtained through the developed IFA
approach.

As shown in Table 10, the proposed IFA approach may
lead to slightly different results for different subsampling
schemes (four or five levels). However, an increase in pa-
rameter level would highly increase computational demand.
For instance, if each parameter has four levels, the IFA ap-
proach would lead to a total number of 46 656 (i.e. 6°) two-
level factorial designs. Moreover, the subsampling scheme
for factors with five levels would lead to a total number of 1
million (i.e. 10%) two-level factorial designs. Consequently,
the three-level subsampling scheme would generally be rec-
ommended and also can generate acceptable results.

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020

5.3 Correlation among parameter contributions

The proposed IFA approach would generally produce a great
number of two-level factorial designs. For one specific factor
(e.g. GEV_shape), it would have two levels (lower and upper
levels) for all factorial designs. However, the detailed value
for the lower or upper level may be different in different fac-
torial designs. This may finally lead to different contributions
for this factor. Figure 10 presents the variations of parame-
ters’ contributions to the prediction of failure probabilities in
AND, OR, and Kendall. We already concluded that the shape
parameter in GEV (i.e. GEV_shape) and the sdlog in LN (i.e.
LN_sdlog) distribution would generally have the most sig-
nificant contributions to predictive uncertainties in risk in-
ferences. However, as shown in Fig. 10, the detailed contri-
butions for these two parameters would vary remarkably for
different level values in different factorial designs. In com-
parison, the contributions from other parameters and their
interaction have less fluctuation than the individual contribu-
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Table 8. Contributions of parameter uncertainties to predictive failure probabilities in OR under different design standards (i.e. return periods

— RPs) and different service periods.

(a) Zhangjiashan

GEV_scale 7.06% 6.82%

GEV_location 0.07% 0.07% 0.07%

RP: 200

Cop_theta 1.02% 0.98% 0.94%

Pa r Interadlon ---

GEV_scale 6.57% 6.36% 6.16%

GEV_location 0.05% 0.05% 0.05%

RP: 300

Cop_theta 0.94% 0.91% 0.88%

GEV_scale 6.08% 5.92%

GEV_location 0.03% 0.03% 0.03%

(b) Xianyang
5.38% 5.04% 4.72%
Legend
0.08% 0.07% 0.06%

0.04%

0.03% 0.03%

Cop_theta 0.85% 0.83% 0.80%

0.85% 0.82% 0.78%

Par_interaction --- ---

30 year 50 year 70 year

30year 50 year 70 year

tions of GEV_shape and LN_sdlog. For instance, although
the meanlog in LN (i.e. LN_meanlog), with an average con-
tribution of more than 10 %, may have some chance to pose a
predominant contribution of more than 50 %, most of its con-
tribution is positively distributed within [0 %, 25 %]. Also,
even though the parameters’ interaction has a noteworthy av-
erage contribution larger than 10 %, all the detailed contri-
butions in different factorial designs are located within [0 %,
25 %].

It has been observed that the parameters’ contributions
may vary significantly due to the differences in factor val-
ues in different factorial designs. One potential issue to be
addressed is how those individual and interactive contribu-
tions correlate with each other. Figure 11 presents Pear-
son’s correlation among individual and interactive contri-
butions of model parameters to different risk inferences
(i.e. failure probabilities in AND, OR, and Kendall). It
is noticeable that the parameters in the LN distribution
(i.e. LN_sdlog, LN_meanlog) are generally negatively cor-

https://doi.org/10.5194/hess-24-4601-2020

related with the parameters in the GEV distribution (i.e.
GEV_shape, GEV_scale, and GEV_location). Also, for one
marginal distribution (LN or GEV), its parameters are pos-
itively correlated. This implies that an increase in the con-
tribution of one parameter would lead to a contribution in-
crease for parameters within the same distribution and at the
same time result in a contribution decrease for all parameters
in the other distribution. Moreover, if statistically significant,
the contribution of the dependent parameter (i.e. parameter in
copula) generally has positive correlation with the contribu-
tions from other parameters except GEV_shape and param-
eters’ interaction. Also, the contributions from parameters’
interactions are generally negatively correlated with the indi-
vidual contributions from other parameters if such a correla-
tion is statistically significant.

The proposed IFA approach can generally characterize
how parameter uncertainties would influence the predictive
uncertainties in risk inferences. A large number of two-level
factorial designs was produced due to different subsampling

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020
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Figure 10. Variation of parameters’ contributions for different risk inferences at the Zhangjiashan station for a design standard of 200 years

and a service time of 30 years.

procedures and then used to generate different partition re-
sults for parameters’ contributions. However, for different
risk inferences (i.e. failure probabilities in AND, OR, and
Kendall), these partition results have similar variation fea-
tures and also show similar correlation plots.

6 Conclusions

Uncertainty quantification is an essential issue for both uni-
variate and multivariate hydrological risk analyses. A num-
ber of research works have been posed to reveal uncertain
features in multivariate hydrological risk inference. How-

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020

ever, it is required to know the major sources/contributors
for predictive uncertainties in multivariate risk inferences. In
this study, an iterative factorial copula approach (IFC) has
been proposed for uncertainty quantification and partition
in multivariate hydrologic risk inference. In IFC, a copula-
based multivariate risk model has been developed, and the
bootstrap method is adopted to quantify the probabilistic fea-
tures for the parameters in both marginal distributions and
the dependence model. An iterative factorial analysis (IFA)
approach was finally developed to diminish the effect of the
sample size in traditional ANOVA computation and provided
reliable contribution partition for parameter uncertainties in
different risk inferences.
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Figure 11. Correlation for parameters’ contributions to risk inferences at the Zhangjiashan station for a design standard of 200 years and a
service time of 30 years: the cross sign indicates the correlation is statistically insignificant.

Table 9. Contributions of parameter uncertainties to predictive failure probabilities in Kendall under different design standards (i.e. return
periods — RPs) and different service periods.

T
(a) Zhangjiashan : (b) Xianyang
|
GEV_scale|  6.94% 6.23% } 5.23%
| Legend
©  GEV location  0.07% 0.07% 0.06% : 0.07% 0.06% 0.06%
8 |
o I
\
Cop_theta  0.06% 0.06% 0.06% }
|
l
GEV_scale| 6.4 6.16% 5.87% :
(e
= I
™  GEV_location  0.05% 0.05% 0.04% : 0.05% 0.05% 0.04%
o i
i
|
I
Cop_theta  0.05% [ 0.02% 0.02% 0.02%
|
|
§ GEV_scale | 6.01% 7% 5.54% 4.85% 4.53% 4.24%
% GEV_location  0.03% 0.03% 0.03% 0.04% 0.03% 0.03%

Cop_theta 0.03% 0.03% 0.03% 0.02% 0.02% 0.02%
30 year 50 year 70 year 30 year 50 year 70 year
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Table 10. Comparison of parameter contributions to predictive uncertainty for failure probabilities under different levels of subsampling for
the Zhangjiashan station: three (i.e. 0.1, 0.5, 0.9) and four (i.e. 0.1, 0.35, 0.6, 0.85) level quantiles are adopted for subsampling and the design

return period is 200 years.

(a) 3-Level i (b) 4-Level
GEV_scale 4.93% 4.96% 5.00% I 6.09% 6.11% 6.13%
: Legend
GEV_location 0.05% 0.05% 0.05% : 0.06% 0.06% 0.06%
g LN_meanlog 10.22% 10.21% 10.19% ! 7.95% 7.92% 7.89% [
Cop_theta 0.23% 0.23% 0.22% i 0.27% 0.27% 0.27%
Par_interaction  15.14% 14.52% 13.96% i 14.14% 13.80% 13.47% §
************** oo [ ] mw i mom
GEV_scale 6.94% 6.57% 6.23% E 6.86% 6.70% 6.54% S
|§ GEV_location 0.07% 0.07% 0.06% i 0.07% 0.07% 0.07% =
LN_meanlog  12.60% 12.55% 12.50% i 14.25% 14.19% 14.13%
I
Cop_theta 0.06% 0.06% 0.06% : 0.08% 0.08% 0.08%
Par_interaction  10.25% 10.37% 10.65% i 9.62% 9.66% 9.75%
______________________________________________________________________________ : —
E GEV_scale 7.06% 6.82% 6.58% i 6.89% 6.78% 6.68%
E GEV_location 0.07% 0.07% 0.07% I: 0.07% 0.07% 0.07%
LN_meanlog 12.46% 12.45% 12.43% i 14.13% 14.10% 14.06%
Cop_theta 1.02% 0.98% 0.94% i 0.92% 0.90% 0.88%
Par_interaction 10.33% 10.29% 10.34% E 9.68% 9.66% 9.66%
30 year 50 year 70 year : 30 year 50 year 70 year

Table 11. Contributions of parameter uncertainties obtained by
three-level ANOVA to predictive failure probabilities for a design
return period of 200 years and a service time of 30 years.

Factor FPand FPor FPkendall
A 4353% 56.67% 56.40 %
B 2.12% 5.56 % 5.58 %

C 0.01 % 0.03 % 0.03 %

D 6.94 % 6.67 % 6.40 %

E 21.18% 16.67% 1628 %
F 0.11 % 0.02 % 0.76 %
Interaction 26.12% 4.72% 5.06 %

The proposed method has been applied for flood risk in-
ferences at two gauge stations in the Wei River basin. The
results indicate that uncertainties in the parameters of the

Hydrol. Earth Syst. Sci., 24, 4601-4624, 2020

copula-based model would lead to noticeable uncertainties
in the resulting risk inferences, especially for the joint flood
risk in AND. Noticeable uncertainties exist in the predictive
joint RP of AND even for a small flood event. However, the
results from IFA suggested that those uncertainties in risk in-
ferences may mainly be attributed to the uncertainties in the
shape parameter in the GEV distribution and the parameter of
sdlog in LN for both the two stations. In comparison, the pa-
rameter uncertainty in the copula function would not have an
obvious effect on the resulting uncertainty in risk inferences.
Such results indicate that, at least for the Wei River basin,
the decision makers need to estimate the values or quantify
the uncertainties well for the shape parameter in the GEV
distribution and sdlog in the LN distribution, in order to ob-
tain reliable risk inferences. For other catchments, the pro-
posed IFC method can be adopted to reveal the major sources
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for uncertainties in risk inferences and then provide potential
pathways to get reliable risk inferences.

This study is the first attempt to characterize parameter un-
certainties in a copula-based multivariate hydrological risk
model and further reveal their contributions to predictive un-
certainties for different risk inferences. As an improvement
of ANOVA, the developed IFA method can mitigate the ef-
fect of bias variance estimation in ANOVA and generate reli-
able results. Moreover, another noteworthy feature of the IFA
approach is that it not only characterizes the impacts for con-
tinuous factors (e.g. model parameters in this study) but also
reveals the impacts of discrete or non-numeric factors. Such a
feature can allow the proposed IFA approach to be employed
to further explore the impacts of non-numeric factors (e.g.
model structures, sample size) in hydrologic systems analy-
sis.
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