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Figure 3. Monthly runoff data (1996-2005) from 180 catchments in Norway for January, April and June. These are used to evaluate the

framework’s ability to fill in missing values for hydrological variables and/or study areas that are driven by more unstable weather patterns.
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Figure 4. Annual series of monthly runoff for January, April and June for the 7 catchments in Figure 2aa. The time series for January

and April are less parallel compared to the time series for June and for the annual runoff (Figure 2bb). This suggests that the datasets from

January and April represent a more hydrologically spatially unstable setting.

Casella and Berger (1990)). Prior to the analysis, this probability distribution is expressed through what is called a prior distri-

bution ⇡(x). This is constructed based on expert knowledge about the variable(s) of interest. The goal of the Bayesian analysis

is to update the prior distribution by using data. Through Bayes’ formula, the so-called posterior distribution of x is obtained:

⇡(x|y) =
⇡(x)⇡(y|x)

⇡(y)
/ ⇡(x)⇡(y|x). (1)

Next, the marginal distribution ⇡(xi|y) for xi 2 x can be integrated out, and a prediction of xi can be summarized through5

e.g. the mean, median or the mode of the posterior distribution ⇡(xi|y).

If a complex process is under study, it is sometimes easier to model it by thinking of its mechanisms in a hierarchy of

underlying processes or distributions (Banerjee et al., 2014). The annual runoff x can e.g. be thought of as a process that

depends on some parameters ✓ that express the spatial correlation between locations. Here, both x and ✓ are stochastic variables

with prior (and posterior) distributions. A Bayesian model of this type is typically expressed as a three-staged hierarchical10
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