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Abstract. Water resources are essential to the ecosystem and

social economy in the desert and oasis of the arid Tarim

River basin, northwestern China, and expected to be vulnera-

ble to climate change. It has been demonstrated that regional

climate models (RCMs) provide more reliable results for a

regional impact study of climate change (e.g., on water re-

sources) than general circulation models (GCMs). However,

due to their considerable bias it is still necessary to apply bias

correction before they are used for water resources research.

In this paper, after a sensitivity analysis on input meteorolog-

ical variables based on the Sobol’ method, we compared five

precipitation correction methods and three temperature cor-

rection methods in downscaling RCM simulations applied

over the Kaidu River basin, one of the headwaters of the

Tarim River basin. Precipitation correction methods applied

include linear scaling (LS), local intensity scaling (LOCI),

power transformation (PT), distribution mapping (DM) and

quantile mapping (QM), while temperature correction meth-

ods are LS, variance scaling (VARI) and DM. The corrected

precipitation and temperature were compared to the observed

meteorological data, prior to being used as meteorological in-

puts of a distributed hydrologic model to study their impacts

on streamflow. The results show (1) streamflows are sensi-

tive to precipitation, temperature and solar radiation but not

to relative humidity and wind speed; (2) raw RCM simula-

tions are heavily biased from observed meteorological data,

and its use for streamflow simulations results in large biases

from observed streamflow, and all bias correction methods

effectively improved these simulations; (3) for precipitation,

PT and QM methods performed equally best in correcting

the frequency-based indices (e.g., standard deviation, per-

centile values) while the LOCI method performed best in

terms of the time-series-based indices (e.g., Nash–Sutcliffe

coefficient, R2); (4) for temperature, all correction methods

performed equally well in correcting raw temperature; and

(5) for simulated streamflow, precipitation correction meth-

ods have more significant influence than temperature cor-

rection methods and the performances of streamflow simu-

lations are consistent with those of corrected precipitation;

i.e., the PT and QM methods performed equally best in cor-

recting flow duration curve and peak flow while the LOCI

method performed best in terms of the time-series-based in-

dices. The case study is for an arid area in China based on

a specific RCM and hydrologic model, but the methodology

and some results can be applied to other areas and models.

1 Introduction

In recent decades, the ecological situation of the Tarim River

basin in China has seriously degraded, especially in the lower

reaches of the Tarim River due to water scarcity. In the mean-

time, climate change is significant in this region with an in-

crease in temperature at a rate of 0.33∼ 0.39 ◦C decade−1

and a slight increase in precipitation (Li et al., 2012) over the

past 5 decades. Under the context of regional climate change,

water resources in this region are expected to be more un-

stable and ecosystems are likely to suffer from severe wa-
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ter stress because the hydrologic system of the arid region is

particularly vulnerable to climate change (Arnell et al., 1992;

Shen and Chen, 2010; Wang et al., 2013). The impact of cli-

mate change on the hydrologic system has already been ob-

served and it is expected that the hydrological system will

continue to change in the future (Liu et al., 2010, 2011; Chen

et al., 2010). Therefore, projecting reliable climate change

and its impact on hydrology are important to study the ecol-

ogy in the Tarim River basin.

Only recently, efforts have been made to evaluate and

project the impact of climate change on hydrology in the

Tarim River basin. These studies include research on the re-

lationships of meteorological variables and streamflow based

on the historical measurements (e.g., Z. Chen et al., 2013; Xu

et al., 2013) and use of the GCM (general circulation models)

outputs to drive a hydrologic model to study potential climate

change on water resources (Liu et al., 2010, 2011). The study

of historical climate–hydrology relationships has limited ap-

plications on future water resources management, especially

under the context of global climate change. Though GCMs

have been widely used to study impacts of future climate

change on hydrological systems and water resources, they

are impeded by their inability to provide reliable information

at the hydrological scales (Maraun et al., 2010; Giorgi, 1990).

In particular, for mountainous regions, fine-scale information

such as the altitude-dependent precipitation and temperature

information, which is critical for hydrologic modeling, is not

represented in GCMs (Seager and Vecchi, 2010). Therefore,

recent studies tend to use the higher-resolution regional cli-

mate models (RCMs) to preserve the physical coherence be-

tween atmospheric and land surface variables (Bergstrom et

al., 2001; Anderson et al., 2011). As such, when evaluating

the impact of climate change on water resources on a wa-

tershed scale, the use of RCMs instead of GCMs is prefer-

able since RCMs have proven to provide more reliable re-

sults for impact study of climate change on regional water

resources than GCM models (Buytaert et al., 2010; Elguindi

et al., 2011). However, the raw RCM simulations may be still

biased especially in the mountainous regions (Murphy, 1999;

Fowler et al., 2007), which makes the use of RCM outputs as

direct input for hydrological model challenging. As a result

it is of significance to properly correct the RCM-simulated

meteorological variables before they are used to drive a hy-

drological model, especially in an arid region where the hy-

drology is sensitive to climate changes.

Several bias correction methods have been developed to

downscale meteorological variables from the RCMs, rang-

ing from the simple scaling approach to sophisticated distri-

bution mapping (Teutschbein and Seibert, 2012). And their

applicability in the arid Tarim River basin has not been in-

vestigated; therefore, evaluating and finding the appropriate

bias correction method is necessary to evaluate the impact of

climate change on water resources.

This study evaluates performances of five precipitation

bias correction methods and three temperature bias correc-

Figure 1. Location of the study area, two meteorological stations

and one hydrological station.

tion methods in downscaling RCM simulations and applied

to the Kaidu River basin, one of the most important head-

waters of the Tarim River. These bias correction methods in-

clude the most frequently used bias correction methods. We

compare their performances in downscaling precipitation and

temperature and evaluate their impact on streamflow through

hydrological modeling.

The paper is constructed as follows: Sect. 2 introduces

the study area and data; Sect. 3 describes the bias correc-

tion methods for precipitation and temperature along with

the hydrological model, sensitivity analysis method and re-

sult analysis strategy; Sect. 4 presents results and discussion,

followed by conclusions in Sect. 5.

2 Study area and data

2.1 Study area and observed data

The Kaidu River basin, with a drainage area of 18 634 km2

above the Dashankou hydrological station, is located on the

south slope of the Tianshan Mountains in northwestern China

(Fig. 1). Its altitude ranges from 1342 to 4796 m above sea

level (a.s.l.) with an average elevation of 2995 m, and its cli-

mate is temperate continental with alpine climate characteris-

tics. As one of the headwaters of the Tarim River, it provides

water resources for agricultural activity and ecological envi-

ronment of the oasis in the lower reaches. This oasis, with a

population of over 1.15 million, is stressed by lack of water

and water resources are the main factor constricting the de-

velopment (Y. Chen et al., 2013). Therefore, projecting the

impact of future climate change on water resources is urgent

to the sustainable development of this region.
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Figure 2. Flow chart of comparison procedure.

Daily observed meteorological data, including precipita-

tion, maximum/minimum temperature, wind speed and rel-

ative humidity of two meteorological stations (Bayanbulak

and Baluntai, stars in Fig. 1) are from the China Meteorolog-

ical Data Sharing Service System (http://cdc.cma.gov.cn/).

The mean annual maximum and minimum temperature at the

Bayanbulak meteorological station are 3.1 and−10.6 ◦C and

mean annual precipitation is 267 mm; and generally precipi-

tation falls as rain from May to September and as snow from

October to April of the next year.

The observed streamflow data at the Dashankou hydro-

logic station (the triangle in Fig. 1) are from Xinjiang Tarim

River basin Management Bureau. The average daily flow is

around 110 m3 s−1 (equivalent to 185 mm of runoff per year),

ranging from 15 to 973 m3 s−1.

2.2 Simulated meteorological variables from the RCM

GCM or RCM outputs are generally biased (Ahmed et al.,

2013; Teutschbein and Seibert, 2012; Mehrotra and Sharma,

2012) and there is a need to correct these outputs before

they are used for regional impact studies. The RCM outputs

used in this study are based on the work done by Gao et

al. (2013). In Gao et al. (2013), the RCM model (RegCM;

Giorgi and Mearns, 1999) was driven by a global climate

model BCC_CSM1.1 (Beijing Climate Center Climate Sys-

tem Model; Wu et al., 2013; Xin et al., 2013) at a horizontal

resolution of 50 km over China.

The RCM outputs were validated with the observational

data set (CN05.1) over China for the period from 1961 to

2005. The RCM outputs show reasonable simulation of tem-

perature and precipitation in most parts of China except for

some regions where our study area is located (for more de-

tails refer to Gao et al., 2013).

3 Methodology

Figure 2 shows the flow chart of the comparison procedure.

First, the grid-based RCM simulation was downscaled to sta-

tion scale using bias correction methods, and then the cor-

rected meteorological data were compared to the observa-

tions at these two stations and to each other (“Meteorologi-

cal data comparison” in Fig. 2). These station-based meteo-

rological data were then upscaled to watershed scale with the

precipitation and temperature lapse rates before they were

used to drive the hydrological model (SWAT). Finally, the

simulated streamflow driven by the corrected and observed

meteorological data were compared to observed streamflow

and to each other (“Streamflow comparison” in Fig. 2).

3.1 Hydrologic model and sensitivity analysis

SWAT (Soil and Water Assessment Tool; Arnold et al., 1998)

is a distributed and time continuous watershed hydrologic

model. The climatic input (driving force) consists of daily

precipitation, maximum/minimum temperature, solar radia-

tion, wind speed and relative humidity. To account for oro-

graphic effects on precipitation and temperature, elevation

bands were used. Within each elevation band, the precip-

itation and temperature are estimated based on their lapse

rates and elevation. For more details, refer to SWAT manuals

(http://www.brc.tamus.edu/). SWAT has been being widely

used for comprehensive modeling of the impact of manage-

ment practices and climate change on the hydrologic cycle

and water resources at a watershed scale (e.g., Arnold et al.,

2000; Arnold and Fohrer, 2005; Setegn et al., 2011).

In this study, the SWAT model was firstly set up with avail-

able DEM (digital elevation model), land use, soil, and ob-

served climate data, and then model parameters were cali-

brated with the observed streamflow data at the Dashankou

Station. The simulation results show (1) model applica-

tion with excellent performances for both the calibration

(1986∼ 1989) and validation (1990∼ 2001) periods with

daily NS (Nash–Sutcliffe coefficient; Nash and Sutcliffe,

1970; see the definition in Eq. 16) and R2 values of over

0.80, which is highly acceptable; (2) model parameters are

reasonable and spatial patterns of precipitation and temper-

ature are in agreement with other studies in the region (see

more details in Fang et al., 2015). Figure 3 shows a compari-

son of mean hydrographs of the observed (obs) and simulated

flows (default). This calibrated model hence provides a basis

for evaluation of the impact of different correction methods

on streamflow.

To study the relative importance of the five meteorologi-

cal variables, the Sobol’ sensitivity analysis method (Sobol’,

www.hydrol-earth-syst-sci.net/19/2547/2015/ Hydrol. Earth Syst. Sci., 19, 2547–2559, 2015

http://cdc.cma.gov.cn/
http://www.brc.tamus.edu/


2550 G. H. Fang et al.: Hydrologic impact study in an arid area in China

Table 1. Sensitivity indices of the five meteorological variables based on the Sobol’ method.

Main Total

Factor effect effect

Factora Meaning Range Si (%) ST i (%)

a_tmp Additive change to temperature [−5,5] 15.0 36.9

r_pcp Relative change to precipitation [−0.5,0.5] 44.0 74.0

r_hmd Relative change to humidity [−0.5,0.5] 0.0 0.0

r_slr Relative change to solar radiation [−0.5,0.5] 7.7 22.6

r_wnd Relative change to wind speed [−0.5,0.5] 0.3 0.9

a Here, “a_” and “r_”, respectively, mean an addictive and a relative change to the initial parameter values.
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Figure 3. Mean annual hydrographs of observed streamflow (obs)

and simulated streamflow using observed meteorological data (de-

fault) during the period of 1986∼ 2001 at the Dashankou Station.

The simulated streamflow using raw RCM-simulated meteorologi-

cal data after recalibration (raw_recali) is also plotted. The NS val-

ues are for the daily continuous data and not for the mean hydro-

graph.

2001) was applied. The Sobol’ method is based on the de-

composition of the variance V of the objective function:

V =
∑
i

Vi +
∑
i

∑
j>i

Vij + ·· ·+V1,2,···,n, (1)

where

Vi = V(µ(Y |Xi)),

Vij = V
(
µ
(
Y |Xi,Xj

))
−Vi −Vj ,

and so on. Herein, V(.) denotes the variance operator, V is

the total variance, and Vi and Vij are main variance of Xi
(the ith factor of X) and partial variance of Xi and Xj . Here

factorsX are the changes applied to these five meteorological

variables, respectively (see Table 1 for a list of these factors).

In practice, normalized indices are often used as sensitivity

measures:

Si =
Vi

V
,1≤ i ≤ n, (2)

Sij =
Vij

V
,1≤ i < j ≤ n, (3)

ST i = Si +
∑
j

Sij +
∑
j

∑
k

Sijk + . . .

+ S1,2,...,n,1≤ i ≤ n. (4)

Where Si , Sij and ST i are the main effect of Xi , first order

interaction between Xi and Xj , and total effect of Xi . ST i
ranges from 0 to 1 and denotes the importance of the fac-

tor to model output. The larger ST i , the more important this

factor is. The difference between ST i and Si denotes the sig-

nificance of the interaction of this factor with other factors.

As a result, the larger this difference, the more significant the

interaction is.

3.2 Bias correction methods

In this study, five bias correction methods were used for

precipitation, and three for temperature. These methods are

listed in Table 2. All these bias correction methods were con-

ducted on a daily basis from 1975 to 2005.

3.2.1 Linear scaling (LS) of precipitation and

temperature

The LS method aims to perfectly match the monthly mean of

corrected values with that of observed ones (Lenderink et al.,

2007). It operates with monthly correction values based on

the differences between observed and raw data (raw RCM-

simulated data in this case). Precipitation is typically cor-

rected with a multiplier and temperature with an additive

term on a monthly basis:

Pcor,m,d = Praw,m,d×
µ
(
Pobs,m

)
µ
(
Praw,m

) , (5)

Tcor,m,d = Traw,m,d+µ
(
Tobs,m

)
−µ

(
Traw,m

)
, (6)

where Pcor,m,d and Tcor,m,d are corrected precipitation and

temperature on the dth day of mth month, and Praw,m,d and
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Table 2. Bias correction methods for RCM-simulated precipitation and temperature.

Bias correction for precipitation Bias correction for temperature

Linear scaling (LS) Linear scaling (LS)

Local intensity scaling (LOCI) Variance scaling (VARI)

Power transformation (PT) Distribution mapping for temperature

using Gaussian distribution (DM)

Distribution mapping for precipitation

using gamma distribution (DM)

Quantile mapping (QM)

Traw,m,d are the raw precipitation and temperature on the dth

day of mth month. µ(.) represents the expectation operator

(e.g., µ
(
Pobs,m

)
represents the mean value of observed pre-

cipitation at given month m).

3.2.2 Local intensity scaling (LOCI) of precipitation

The LOCI method (Schmidli et al., 2006) corrects the

wet-day frequencies and intensities and can effectively im-

prove the raw data which have too many drizzle days

(days with little precipitation). It normally involves two

steps: firstly, a wet-day threshold for the mth month Pthres,m

is determined from the raw precipitation series to ensure

that the threshold exceedance matches the wet-day fre-

quency of the observation; secondly, a scaling factor sm =
µ(Pobs,m,d|Pobs,m,d>0)

µ(Praw,m,d|Praw,m,d>Pthres,m)
is calculated and used to ensure that

the mean of the corrected precipitation is equal to that of the

observed precipitation:

Pcor,m,d =

{
0, if Praw,m,d < Pthres,m

Praw,m,d× Sm, otherwise.
(7)

3.2.3 Power transformation (PT) of precipitation

While the LS and LOCI account for the bias in the mean pre-

cipitation, it does not correct biases in the variance. The PT

method uses an exponential form to further adjust the stan-

dard deviation of precipitation series. Since PT has the limi-

tation in correcting the wet-day probability (Teutschbein and

Seibert, 2012), which was also confirmed in our study (not

shown), the LOCI method is applied to correct precipitation

prior to the correction by PT method.

Therefore, to implement this PT method, firstly, we esti-

mate bm, which minimizes

f (bm)=
σ(Pobs,m)

µ(Pobs,m)
−
σ(P

bm

LOCI,m)

µ(P
bm

LOCI,m)
, (8)

where bm is the exponent for the mth month, σ (.) represents

the standard deviation operator, and PLOCI,m is the LOCI-

corrected precipitation in the mth month. If bm is larger than

1, it indicates that the LOCI-corrected precipitation underes-

timates its coefficient of variance in month m.

After finding the optimal bm, the parameter sm =
µ(Pobs,m)

µ
(
P
bm
LOCI,m

) is then determined such that the mean of the cor-

rected values corresponds to the observed mean. The cor-

rected precipitation series are obtained based on the LOCI-

corrected precipitation Pcor,m,d:

Pcor,m,d = sm×P
bm

LOCI,m,d. (9)

3.2.4 Variance scaling (VARI) of temperature

The PT method is an effective method to correct both the

mean and variance of precipitation, but it cannot be used to

correct temperature time series, as temperature is known to

be approximately normally distributed (Terink et al., 2010).

The VARI method was developed to correct both the mean

and variance of normally distributed variables such as tem-

perature (Teutschbein and Seibert, 2012; Terink et al., 2010).

Temperature is normally corrected using the VARI method

with Eq. (10).

Tcor,m,d =
[
Traw,m,d−µ

(
Traw,m

)]
×
σ
(
Tobs,m

)
σ
(
Traw,m

)
+µ

(
Tobs,m

)
(10)

3.2.5 Distribution mapping (DM) of precipitation and

temperature

The DM method is to match the distribution function of the

raw data to that of the observations. It is used to adjust mean,

standard deviation and quantiles. Furthermore, it preserves

the extremes (Themeßl et al., 2012). However, it also has its

limitation due to the assumption that both the observed and

raw meteorological variables follow the same proposed dis-

tribution, which may introduce potential new biases.

For precipitation, the gamma distribution (Thom, 1958)

with shape parameter α and scale parameter β is often used

for precipitation distribution and has been proven to be effec-

tive (e.g., Block et al., 2009; Piani et al., 2010):

fr (x|α,β)= x
α−1
×

1

βα
× e

−x
β ;x ≥ 0,α,β > 0, (11)

where 0(.) is the gamma function. Since the raw RCM-

simulated precipitation contains a large number of drizzle

www.hydrol-earth-syst-sci.net/19/2547/2015/ Hydrol. Earth Syst. Sci., 19, 2547–2559, 2015
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days, which may substantially distort the raw precipitation

distribution, the correction is done on LOCI-corrected pre-

cipitation PLOCI,m,d:

Pcor,m,d = F
−1
r

(
Fr

(
PLOCI,m,d|αLOCI,m,βLOCI,m

)
|

αobs,m,βobs,m,
)

(12)

where Fr(.) and F−1
r (.) are the gamma CDF (cumulative dis-

tribution function) and its inverse. αLOCI,m and βLOCI,m are

the fitted gamma parameters for the LOCI-corrected precip-

itation in a given month m, and αobs,m and βobs,m are these

for observations.

For temperature, the Gaussian distribution (or normal dis-

tribution) with mean µ and standard deviation σ is usually

assumed to fit temperature best (Teutschbein and Seibert,

2012):

fN (x|µ,σ)=
1

σ ×
√

2π
× e

−(x−µ)2

2σ2 ;x ∈ R. (13)

And then similarly the corrected temperature can be ex-

pressed as

Tcor,m,d = F
−1
N(

FN
(
Traw,m,d|µraw,m,σraw,m

)
|µobs,m,σobs,m

)
, (14)

where FN (.) and F−1
N (.) are the Gaussian CDF and its in-

verse, µraw,m and µobs,m are the fitted and observed means

for the raw and observed precipitation series at a given month

m, and σraw,m and σobs,m are the corresponding standard de-

viations, respectively.

3.2.6 Quantile mapping (QM) of precipitation

The QM method is a non-parametric bias correction method

and is generally applicable for all possible distributions of

precipitation without any assumption on precipitation distri-

bution. This approach originates from the empirical transfor-

mation (Themeßl et al., 2012) and was successfully imple-

mented in the bias correction of RCM-simulated precipita-

tion (Sun et al., 2011; Themeßl et al., 2012; J. Chen et al.,

2013; Wilcke et al., 2013). It can effectively correct bias in

the mean, standard deviation and wet-day frequency as well

as quantiles.

For precipitation, the adjustment of precipitation using

QM can be expressed in terms of the empirical CDF (ecdf)

and its inverse (ecdf−1):

Pcor,m,d = ecdf−1
obs,m

(
ecdfraw,m

(
Praw,m,d

))
. (15)

3.3 Performance evaluation

The performance evaluation of these correction methods

is based on their abilities to reproduce precipitation, tem-

perature, and streamflow simulated with a hydrological

model (SWAT) driven by bias-corrected RCM simulations.

When evaluating the ability to reproduce streamflow, stream-

flow is firstly simulated by running the hydrological model

driven by 15 different combinations of corrected precipita-

tion, max/min temperature with different correction methods

(these hydrologic simulations are then referred to as simu-

lations 1–15, which are listed in Table 3) together with hy-

drologic simulations driven by observed meteorological data

(default) and raw RCM simulation (raw). These 15 simula-

tions were then compared with observed streamflows and de-

fault and raw.

The performance evaluation of precipitation, temperature

and streamflow are as follows.

1. For corrected precipitation, frequency-based indices

and time series performances are compared with ob-

served precipitation data. The frequency-based indices

include mean, median, standard deviation, 99th per-

centile, probability of wet days, and intensity of wet

day while time-series-based metrics include NS, per-

cent bias (PBIAS), R
2 and mean absolute error (MAE)

defined as follows: where Y obs
i and Y sim

i are the ith ob-

served and simulated variables, Ymean is the mean of

observed variables, and n is the total number of obser-

vations.

NS= 1−

∑n
i=1

(
Y obs
i −Y

sim
i

)2∑n
i=1

(
Y obs
i −Y

mean
i

)2 (16)

PBIAS =

∑n
i=1

(
Y obs
i −Y

sim
i

)∑n
i=1

(
Y obs
i

) (17)

MAE=

∑n
i=1

∣∣Y obs
i −Y

sim
i

∣∣
n

(18)

NS indicates how well the simulation matches the ob-

servation and it ranges between−∞ and 1, with NS= 1

meaning a perfect fit. The higher this value, the more re-

liable the model is in comparison to the mean. PBIAS

measures the average tendency of the simulated data

to their observed counterparts. Positive values indicate

an overestimation of observation, while negative val-

ues indicate an underestimation. The optimal value of

PBIAS is 0.0, with low-magnitude values indicating ac-

curate model simulations. MAE demonstrates the aver-

age model prediction error with less sensitivity to large

errors.

2. For corrected temperature, frequency-based indices and

time series performances are compared with observed

temperature data. The frequency-based indices include

mean, median, standard deviation, and 10th and 90th

percentiles while time-series-based metrics include NS,

PBIAS, R2 and MAE.

3. For simulated streamflow driven by corrected RCM

simulations, the frequency-based indices are visualized

Hydrol. Earth Syst. Sci., 19, 2547–2559, 2015 www.hydrol-earth-syst-sci.net/19/2547/2015/
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Table 3. Performances of simulated streamflows driven by raw RCM-simulated data (raw) and 15 combinations of bias-corrected precipi-

tation and temperature data (denoted as numbers from 1 to 15) compared to the simulation driven by observed climate (default) during the

period 1986∼ 2001. For simulations 1–15, solar radiation is corrected with the LS method.

Bias correction method Daily Monthly

MAE MAE

Precipitation Temperature NS (–) PBIAS (%) R2 (–) (m3 s−1) NS (–) PBIAS (%) R2 (–) (m3 s−1)

raw raw raw −47.69 398.9 0.4 547.5 −56.34 399.4 0.6 524.6

1 LS LS −2.66 106.2 0.5 150.1 −3.09 106.4 0.7 140.2

2 LS VARI −2.43 103.5 0.5 145.4 −2.85 103.7 0.7 135.9

3 LS DM −2.43 103.5 0.5 145.4 −2.85 103.7 0.7 135.9

4 LOCI LS 0.49 −8.0 0.5 56.0 0.70 −7.9 0.7 38.2

5 LOCI VARI 0.50 −8.6 0.5 55.6 0.70 −8.6 0.7 38.1

6 LOCI DM 0.50 −8.6 0.5 55.6 0.70 −8.6 0.7 38.1

7 PT LS 0.38 −3.3 0.4 61.7 0.64 −3.3 0.7 41.4

8 PT VARI 0.39 −4.1 0.5 61.3 0.65 −4.1 0.7 41.1

9 PT DM 0.39 −4.1 0.5 61.3 0.65 −4.1 0.7 41.1

10 DM LS 0.41 3.6 0.5 60.3 0.66 3.6 0.7 40.5

11 DM VARI 0.42 2.8 0.5 9.5 0.67 2.9 0.7 40.0

12 DM DM 0.42 2.8 0.5 59.5 0.67 2.9 0.7 40.0

13 QM LS 0.39 −2.6 0.5 61.3 0.65 −2.6 0.7 40.9

14 QM VARI 0.40 −3.4 0.5 60.8 0.65 −3.4 0.7 40.7

15 QM DM 0.40 −3.4 0.5 60.8 0.65 −3.4 0.7 40.7

using a box plot, exceedance probability curve. Time-

series-based metrics include NS, PBIAS, R2 and MAE.

4 Results and discussion

4.1 Initial streamflow simulation driven with raw

RCM simulations and sensitivity analysis

To illustrate the necessity of bias correction in climate change

impact on hydrology, we recalibrated SWAT using the raw

RCM simulations while keeping all SWAT parameters in

their reasonable ranges. The assumption is that if the recal-

ibrated hydrological model driven by the raw RCM simu-

lations performs well and model parameters are reasonable,

then there is no need for bias correction. The streamflow sim-

ulated by the recalibrated model was plotted in Fig. 3, and it

systematically overestimates the observation with NS equals

−6.65. Therefore, it is necessary to correct the meteorologi-

cal variables before they can be used for a hydrological im-

pact study.

The Sobol’ method was applied to study which meteoro-

logical variables should be corrected for hydrological mod-

eling. Table 1 lists the sensitivity results for these five me-

teorological variables. As can be seen, precipitation is the

most sensitive factor (the main effect Si is 44.0 % and total

effect ST i is 74.0 %), followed by temperature (Si = 15.0 %

and ST i = 36.9 %) and solar radiation (Si = 7.7 % and ST i =

22.6 %), and the interactions between these factors are large.

Relative humidity and wind speed are insensitive in this case.

This means precipitation, temperature and solar radiation

need to be bias corrected before being applied to hydrologic

models, while relative humidity and wind speed over the re-

gion do not need any correction.

4.2 Evaluation of corrected precipitation and

temperature

The bias correction was done on RCM-simulated precipita-

tion, max/min temperature, and solar radiation (for solar ra-

diation, the LS and VARI methods were used) for two mete-

orological stations: Bayanbulak and Baluntai. Results show

that (1) for solar radiation, there is no significant difference

for different correction methods (there the results are not

shown); and (2) similar results were obtained for minimum

temperature and maximum temperature, and for Bayanbulak

and Baluntai. Therefore, we only listed and discussed results

for Bayanbulak, and maximum temperature.

Table 4 lists the frequency-based statistics of observed

(obs), raw RCM-simulated (raw) and corrected (denoted by

the corresponding correction method) precipitation data at

the Bayanbulak Station. This station has a daily mean precip-

itation of 0.73 mm or annual mean of 266 mm and precipita-

tion falls in 32 % of the days in a year with a mean intensity

of 2.3 mm. Compared to the observation, the raw RCM sim-

ulation deviates significantly from observations, with over-

estimation of all the statistics. All the bias correction meth-

ods improve the raw RCM-simulated precipitation; however,

there are differences in their corrected statistics. LS method

has a good estimation of the mean while it shows a large bias

in other measures, e.g., it largely overestimated the proba-

bility of wet days (e.g., up to 41 % overestimation) and un-
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Table 4. Frequency-based statistics of daily observed (obs), raw RCM-simulated (raw) and bias-corrected precipitations at the Bayanbulak

Station.

Mean Median Standard 99th percentile Probability of Intensity of

(mm) (mm) deviation (mm) (mm) wet days (%) wet day (mm)

obs 0.73 0.0 2.4 12.4 32 2.3

raw 2.87 1.4 4.1 19.7 86 3.3

LS 0.73 0.2 1.5 7.6 73 1.0

LOCI 0.73 0.0 1.7 8.1 32 2.3

PT 0.73 0.0 2.4 11.4 32 2.3

DM 0.78 0.0 2.3 11.5 32 2.5

QM 0.73 0.0 2.4 12.4 32 2.3

derestimated the standard deviation (up to 0.9 mm underes-

timation). The LOCI method provides a good estimation in

the mean, median, wet-day probability and wet-day intensity;

however, there is a slight underestimation in the standard de-

viation and therefore the 99th percentile. Compared to LS

and LOCI, the PT method performs well in all these metrics.

The DM method has a slight overestimation of the mean and

an underestimation of standard deviation. This means that

precipitation does not follow the assumed gamma distribu-

tion. On the contrary, the QM method does not have this

assumption and it provides an excellent estimation of these

statistics. These results are consistent with previous studies

(Themeßl et al., 2011, 2012; Wilcke et al., 2013; Graham

et al., 2007) but are different from the research by Piani et

al. (2010), who found that performance of the DM method

is unexpectedly well for the humid Europe region. This dis-

crepancy can be partly attributed to the precipitation regime

for different regions since a better fit of the assumed distri-

bution leads to a better performance of DM.

Table 5 lists the frequency-based statistics of observed

(obs), raw RCM-simulated (raw) and corrected (denoted by

the corresponding method) maximum temperature data at the

Bayanbulak Station. The mean and standard deviation of obs

are 3.1 and 14.5 ◦C, with the 90th percentile being 19.2 ◦C.

Analysis of the raw indicates deviation from obs, with an

overestimation of the mean, and underestimations of the me-

dian, standard deviation, and 90th percentile. All three cor-

rection methods correct biases in the raw and improve esti-

mations of the statistics. LS has a correct estimation of mean

but slight underestimations of the median and standard devi-

ation, while VARI and DM have good estimations of all the

frequency-based statistics. These results confirm the study by

Teutschbein and Seibert (2012); i.e., the LS method does not

adjust the standard deviation and the percentiles while the

VARI and DM methods do.

Figure 4 shows the exceedance probability curves of the

observed and corrected precipitation and temperature. For

precipitation, the raw RCM simulations are heavily biased

(as also shown by statistics in Table 4). All correction meth-

ods effectively, but in different extent, correct biases in raw

precipitation. The LS method underestimates the high pre-
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Figure 4. Exceedance probabilities of the observed (obs) , raw, and

bias-corrected precipitation (top) and temperature (bottom) at the

Bayanbulak Station.

cipitation with probabilities below 0.06 and overestimates

the low precipitation with probabilities between 0.06 and

0.32. The overestimation of precipitation with probabilities

between 0.32 and 0.73 indicates LS method has a very

limited ability in reproducing dry day precipitation (below

0.1 mm). Similar to LS method, the LOCI method also over-

estimates the low precipitation with probabilities between

0.08 and 0.32 and underestimates the high intensities with

probabilities below 0.08, which is in line with previous argu-

ments by Berg et al. (2012). However, unlike the LS method,

the LOCI method performs well on the estimation of the dry

days with precipitation below 0.1 mm. The PT, DM and QM

methods well-adjust precipitation exceedance except that the

DM method slightly overestimates the precipitation with

probabilities between 0.12 and 0.28. For temperature, the

raw temperature overestimates low temperature with proba-

bilities above 0.65 and underestimates high temperature with

Hydrol. Earth Syst. Sci., 19, 2547–2559, 2015 www.hydrol-earth-syst-sci.net/19/2547/2015/



G. H. Fang et al.: Hydrologic impact study in an arid area in China 2555

Table 5. Frequency-based statistics (unit: ◦C) of daily observed (obs), raw RCM-simulated (raw) and bias-corrected maximum temperatures

at the Bayanbulak Station.

Standard 10th 90th

Mean Median deviation percentile percentile

obs 3.08 7.20 14.50 −18.70 19.20

raw 3.45 3.21 10.88 −10.34 17.90

LS 3.08 6.65 14.14 −17.33 19.40

VARI 3.08 6.85 14.50 −17.76 19.36

DM 3.08 6.85 14.50 −17.76 19.36

 

 

J F M A M J J A S O N D J
0

1

2

3

4

5

6

P
re

ci
p

it
at

io
n

 (
m

m
)

 

 
obs

raw

LS

LOCI

PT

DM

QM

J J A S

1.5

2

2.5

3

J F M A M J J A S O N D J

-20

-10

0

10

20

T
em

p
er

at
u

re
 (

)
℃

 

 
obs

raw

LS

VARI

DM

J J A S
13

14

15

16

17

18

19

20

Bayanbulak

Bayanbulak

Figure 5. Daily mean precipitation and temperature of observed

(obs), raw RCM-simulated (raw), and bias-corrected values at

Bayanbulak Station, which were smoothed with the 7-day moving

average method. The precipitation and temperature during May–

August is amplified to inspect the performance of each correction

method.

probabilities below 0.65. All temperature correction methods

adjust the biases in raw temperature and the corrected tem-

perature has similar quantile values to the observations. They

performed equally well and differences among these correc-

tion methods are negligible.

Time-series-based performances were evaluated and re-

sults are shown in Fig. 5 and Table 6. For precipitation,

all bias correction methods significantly improve the raw

RCM simulations. However, as shown in the right plot of

Fig. 5, there is a systematic mismatch between observations

and corrections which follow the pattern of the raw RCM-

simulated precipitation, which indicates that all bias correc-

tion methods fail to correct the temporal pattern of precip-

itation. In addition, this mismatch differs between different

methods, among which the differences are smaller for the

LS and LOCI methods than for the PT, DM and QM meth-

ods. This resulted in slightly better squared-difference-based

measures (e.g., NS, R2) for LS and LOCI than for PT, DM

and QM methods, as is indicated in Table 6. Similar to pre-

cipitation, all correction methods significantly improved the
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Figure 6. Box plots of observed (obs) and simulated daily stream-

flows using observed (default), raw RCM-simulated (raw) and cor-

rected meteorological data (setup of simulations 1–15 are listed in

Table 3). The mean values are shown with diamonds.

raw RCM-simulated temperature. Biases in raw temperature

(e.g., 1.1 ◦C in spring, 1.0 ◦C in summer, 3.3 ◦C in autumn,

and up to 7.6 ◦C in winter) were corrected. These three cor-

rection methods performed equally well and no significant

differences exist in terms of the average daily temperature

graphs.

Table 6 lists the time-series-based metrics of corrected pre-

cipitation and temperature at the Bayanbulak Station. For

precipitation, the performance of the raw RCM-simulated

precipitation is very poor with NS=−6.78, PBIAS =

293.28 % and MAE= 65.40 mm for monthly data, and the

improvements of correction are obvious. The PBIAS values

of the corrected precipitation are within±7 % and NS values

approach 0.64. It is worth noting that the LS and LOCI meth-

ods perform better than the PT and QM methods in terms

of time series performances. For temperature, although the

raw RCM simulation obtains an acceptable NS value (0.84),

it overestimates the observation with PBIAS = 15.78 % and

MAE= 4.31 ◦C. The PBIAS values of the corrected temper-

atures are within ±5 % and NS values are over 94 % (bet-

ter than that of the raw) for all three correction methods

and there is no significant difference between these results,

which indicates the corrected monthly temperature series are

in good agreement with the observation.

4.3 Evaluation of streamflow simulations

Figure 6 compares the mean, median, first and third quantiles

of daily observed streamflows (obs), simulated streamflows

using observed meteorological inputs (default), raw RCM
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Table 6. Time-series-based metrics of bias-corrected precipitation and temperature calculated on a monthly scale at the Bayanbulak Station.

MAE

NS (-) PBIAS(%) R2 (-) (mm or ◦C)

Precipitation raw −6.78 293.28 0.42 65.40

LS 0.64 0.06 0.65 9.66

LOCI 0.61 −0.71 0.64 10.14

PT 0.42 −0.09 0.53 11.98

DM 0.46 6.64 0.56 11.78

QM 0.44 0.03 0.54 11.99

Temperature raw 0.84 15.78 0.88 4.31

LS 0.95 3.04 0.95 2.35

VARI 0.94 4.78 0.94 2.52

DM 0.94 4.74 0.94 2.52

simulations (raw) and 15 combinations of corrected precipi-

tation and corrected temperature (i.e., simulations 1–15). The

overestimation of simulated streamflow using raw RCM sim-

ulations (i.e., raw) is obvious. Simulations 1–3 overestimate

streamflow with 100 % overestimation of the mean stream-

flow while simulations 4–15 reproduce similar streamflows

as the observation or simulation default. The major differ-

ence between simulations 1–3 and other simulations is that

simulations 1 to 3 use the LS-corrected precipitation, which

means precipitation corrected with the LS method has great

bias in flow simulation in this study.

To investigate the performances of bias correction methods

for different hydrological seasons, we divided the stream-

flow into two different periods according to the hydrograph

(Fig. 3): The wet period is from April to September and the

dry period is from October to March of the following year.

It indicates that the performances of bias correction methods

are, except for magnitudes, similar for both wet and dry pe-

riods (not shown), which demonstrates that the evaluation is

robust and can provide useful information for both dry and

wet seasons.

Figure 7 shows the exceedance probability curves (flow

duration curves) of the observed streamflow (obs), and

streamflows with simulation default and simulations 4–15.

For plotting purposes, simulations raw and 1–3 are not

shown. Generally, all simulations are in good agreement with

the observation with probabilities between 0.12 and 0.72,

and precipitation correction methods have more significant

influence than temperature correction methods. This con-

firms the previous sensitivity results that precipitation is the

most sensitive driving force in streamflow simulation. Sim-

ilar to performances of bias-corrected precipitation, simula-

tions with DM-corrected precipitation (i.e., simulations 10–

12) and LOCI-corrected precipitation (i.e., simulations 4–6)

deviate the observation the most, these are followed by the

PT and QM methods. All simulations encounter the prob-

lem to correctly mimic the low flow part (i.e., probabilities

larger than 0.7). This might be a systematic problem of the
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Figure 7. Exceedance probability curves of observed (obs) and sim-

ulated streamflow driven by observed (default), and bias-corrected

meteorological data (numbers from 4 to 15; see Table 3 for detailed

setup of these simulations).

calibrated hydrologic model (as indicated by simulation de-

fault), e.g., the objective function of the hydrological model-

ing is not focused on baseflow. Differences among stream-

flows driven by different temperature but same precipita-

tion are insignificant, which is different from the study of

Teutschbein and Seibert (2012). This may be related to the

watershed characteristic.

The performances of simulation raw, simulations 1–15 at

daily and monthly time steps (simulation default is taken as

reference), are summarized in Table 3. The raw is heavily bi-

ased with NS close to −56.3 and PBIAS as large as 399 % for

monthly data. All the 15 simulations improve the statistics

significantly. For simulations 1–3, whose precipitation series

are corrected by the LS method, NS ranges from −3.09 to

−2.85 for monthly streamflow and they substantially over-

estimate the streamflow with PBIAS over 100 %. For simu-

lations 4–15, monthly NS values are over 0.60, which indi-
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Figure 8. Monthly mean streamflow (top) and exceedance probabil-

ity curves of annual 7-day peak flow (middle) and annual 7-day low

flow (bottom) during 1986∼ 2001 in the Kaidu River basin (obs:

observed streamflow; default: simulated with observed meteorolog-

ical data; raw: simulated with RCM-simulated meteorological data;

1–15: simulated with corrected RCM meteorological data listed in

Table 3).

cates they can reproduce satisfactory monthly streamflows in

this watershed, and simulations with precipitation corrected

by LOCI (simulations 4–6) have the best NS and PBIAS val-

ues. However, these indices of are lower for daily streamflow

(NS values range from 0.38 to 0.50), and this is related to

the mismatch between corrected and observed precipitation

time series (see top plot in Fig. 5), which is intrinsic from the

RCM model and cannot be improved through these correc-

tion methods.

It is worth noting that simulations 1–3 and simulations

4–6, whose precipitation is corrected by LS and LOCI, re-

spectively, vary significantly. The difference between LS and

LOCI is that LOCI introduces a threshold for precipitation

on wet days to correct the wet-day probability while LS does

not. That is a simple but quite pragmatic approach since the

raw RCM-simulated precipitation usually has too many driz-

zle days (Teutschbein and Seibert, 2012). Obviously, wet-day

probability is crucial to streamflow simulation when using el-

evation bands to account for spatial variation in SWAT (see

more details in SWAT manual; http://www.brc.tamus.edu/).

Figure 8 shows the monthly mean streamflow and ex-

ceedance probability curves of 7-day peak flow and 7-day

low flow. For the monthly mean streamflow, obviously the

raw is heavily biased with deviations ranging from 282 to

426 %. Simulations 1–3 also overestimate the observation

and the default as discussed before, while simulations 4–15

reproduced good monthly mean streamflow. The annual peak

flow and low flow are presented in Fig. 8 to investigate the

impact of bias correction methods on extreme flows. For the

peak flow, the exceedance probabilities of the simulations 4–

15 are close to the observation while raw and simulations

1–3 deviate significantly (not shown). It is worth noting that

simulations 4, 5 and 6, which perform the best in terms of

the NS values, underestimate the peak flow by 1∼ 28 %. The

reason may be that the LOCI method adjusts all precipita-

tion events in a certain month with a same scaling factor,

which leads to the underestimation of the standard deviation

and high precipitation intensity (Table 4), and finally results

in an underestimation of the peak streamflow. For the low

flow, all simulations overestimate the observation but are in

good agreement with the default, which can be attributed to

the systematic deficit in the hydrological model. The DM

method slightly overestimates both peak flow and low flow.

Results show slightly better performance of the PT and QM

methods than LOCI and DM in predicting extreme flood and

low flow, which is consistent with previous studies in North

America and Europe (e.g., J. Chen et al., 2013; Teutschbein

and Seibert, 2012).

5 Conclusions

The work presented in this study compared the abilities of

five precipitation and three temperature correction methods

in downscaling RCM simulations. The downscaled meteoro-

logical data were then used to model hydrologic processes

in an arid region in China. The evaluation of the correc-

tion methods includes their abilities to reproduce precipita-

tion, temperature and streamflow using a hydrological model

driven by corrected meteorological variables. Several conclu-

sions can be drawn.

1. Sensitivity analysis shows precipitation is the most sen-

sitive driving force in streamflow simulation, followed

by temperature and solar radiation, while relative hu-

midity and wind speed are not sensitive.

2. Raw RCM simulations are heavily biased from ob-

served meteorological data and this results in biases in

the simulated streamflows which cannot be corrected

through calibration of the hydrological model. How-

ever, all bias correction methods effectively improve

precipitation, temperature, and streamflow simulations.

3. Different precipitation correction methods show a big

difference in downscaled precipitations while different

temperature correction methods show similar results in

downscaled temperatures. For precipitation, the PT and

QM methods performed equally best in terms of the
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frequency-based indices; while the LOCI method per-

formed best in terms of the time-series-based indices.

4. For simulated streamflow, precipitation correction

methods have a more significant influence than tem-

perature correction methods and their performances on

streamflow simulations are consistent with these of cor-

rected precipitation; i.e., the PT and QM methods per-

formed equally best in correcting the flow duration

curve and peak flow while the LOCI method performed

best in terms of the time-series-based indices. Note the

LOCI and DM methods should be used with caution

when analyzing drought or extreme streamflows be-

cause the LOCI method may underestimate the extreme

precipitation and the DM method performs ineffectively

when either simulated precipitation or observed precip-

itation does not follow the proposed distribution. More-

over, the LS method is not suitable in hydrological im-

pact assessments where there is a large variation in pre-

cipitation distribution and few meteorological stations

are used since LS fails to correct wet-day probability.

Generally, selection of the precipitation correction method is

more important than selection of the temperature correction

method to downscale GCM/RCM simulations and thereafter

for streamflow simulations. This might be generally true for

other regional studies as GCMs/RCMs normally tend to bet-

ter represent the temperature field than the precipitation field.

However, the selection of a precipitation correction method

will be case dependent. The comparison procedure listed in

Fig. 2 can be applied for other cases.
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