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Abstract. The objective of this study is to evaluate the poten-1 Introduction
tial of large altimetry datasets as a complementary gauging

network capable of providing water discharge in ungauged

regions. A rating curve-based methodology is adopted to del-n the last decades, the hydrological sciences community

rive water discharge from altimetric data provided by the En—has experienced significant advances in the understanding

visat satellite at 475 virtual stations (VS) within the Amazon of water Stprage and transport over the co'ntments. using re-
basin. From a global-scale perspective, the stage—dischard@me sensing data. In particular, radar altimetry, firstly de-

relations at VS are built based on radar altimetry and outputé'gned to monitor the oceans, has motivated the develop-

from a modeling system composed of a land surface modeinent (.)f technigues attempting t.o improve our understand-
and a global river routing scheme. In order to quantify the im-ng of inland water fluxes worldwide. It has been shown that

pact of model uncertainties on rating-curve based discharge#,aldar altimetry, in the form of wrtpal stations, or VS (de-
a second experiment is performed using outputs from a simined as the location wherg sa_lt_elllte grounql tracks transect
ulation where daily observed discharges at 135 gauging sta2pen-water surfaces), can significantly contribute to the mon-
tions are introduced in the modeling system. Discharge estiYFOrlng of poorly gauged or ungauged areas. Most applica-
mates at 90 VS are evaluated against observations during tHPNS have attempted to retrieve water discharges from stage—
curve fitting calibration (2002—2005) and evaluation (2006— ischarge relations derived from altimetric data and observed

2008) periods, resulting in mean normalized RMS errors asdischarges from gauging stations located in the vicinity of

high as 39 and 15 % for experiments without and with direct_the VS. These relations are commonly represented by rat-

insertion of data, respectively. Without direct insertion, un- "9 curves and allow one to predict water discharges from

certainty of discharge estimates can be mostly attributed t@ bserved water levels, with accuracy varying as a function of

forcing errors at smaller scales, generating a positive correlaPut data and flow regime characteristics. As examples, river

tion between performance and drainage area. Mean relativ ischarges have been estimated from altimetric data in the

streamflow volume errors (RE) of altimetry-based discharges hari River (Coe and Birkett, 2004), Ob’ River (Kouraev et

varied from 15 to 84 % for large and small drainage areas, ref'il" 2004), Amazon River (Zakharova et al., 2006) and Zam-

spectively. Rating curves produced a mean RE of 51 % versugeZi River (Michailovsky et al., 2012). Although errors be-

68 % from model outputs. Inserting discharge data into thetween predicted and observed water discharges are relatively

modeling system decreases the mean RE from 51 to 18 %small in most applications, the use of such methods is re-
and mean NRMSE from 24 to 9%. These results der.non_s’tricted to VS located near gauging stations. Other studies

strate the feasibility of applying the proposed methodologyha\’:a ta[:en advan(;age Otf radar ?Inme_zttry ?atta tt_o macI;e fore(-j
to the continental or global scales. casts at gauges downstream of a virtual station. Coe an

Birkett (2004) first suggested and applied this idea to fore-
cast downstream discharges and levels in Lake Chad. Then,
similar approaches have been applied in a few other stud-
ies to forecast downstream discharges in the Mekong River
(Birkinshaw et al., 2010) and downstream water levels in the
Ganges and Brahmaputra Rivers (Biancamaria et al., 2011).
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Some studies preparing for the upcoming Surface Watescale from the next generation of satellite missions such as
Ocean Topography Mission (SWOT; Alsdorf et al., 2007) the SWOT mission.
have combined virtual swath altimetric measurements with
hydrodynamic models in a data assimilation framework in
order to improve river depth and discharge (e.g. Andreadis ef Thestage-
al., 2007; Durand et al., 2008). These studies show the poten]—_ . L . .
. . . . he stage—discharge relation is a hydraulic property of a river
tial of upcoming altimetric measurements and the expected

. ; L . . each or cross section and it is unknown a priori. The hy-
improvements in estimating discharges, river geometry an . o :

: . drologist must define it based on an approximated represen-
roughness parameters in ungauged basins.

Recent works in the Amazon basin have addressed currer%?tion by a rating curve, traditionally built based on in situ
Lo . .~ measurements and supported by the analysis of streamflow
limitations such as the need for observed discharges and river

cross sectional information at VS by using rating curves andparameters (Jaccon and Cudo, 1989). In general, the rating

. . ) . , curve of a specific river location can be expressed by math-
discharge estimates derived from routing schemesrilat ematical expressions representing successive linear reaches
al., 2006) and rainfall-runoff models (Getirana et al., 2009) P P 9

at the regional scale. These hydrologic models are generally. o o> The most frequently used form is the exponen-
) 9 - hesefy gic me 9 Yial one defined a® =a - h?, where Q@ [m3s~1] is the esti-
calibrated for a specific river reach or region, providing ac- . .
: ) . . =2 7 mated discharge arid[m] the water depth related to a given
curate discharge simulations and reducing the uncertainty in-

troduced in approaches combining both radar altimetry dataf:roe_:g\rl\gle?#;vgl)eerf]fti(\:/i\/:r;?:eherl?(;ﬁ’é:ihbeelz\l?leioc:f?ﬁ;a:li\s/)e.r
and discharges. lom et al. (2006) attempted to determine 9 ' P

riverbed heights and Manning roughness coefficients fromreaCheS' including surface roughness and sinuosity, el

curve fitting parameters while Getirana et al. (2009) eval_geomfetry of rlyerbanks (Rantz et al., 1.982)' If_ the Manning

Lated the potential of estimating discharaes from radar al_equatlon for wide rectangular channels is considered as area-

timetry datg using rating curves gAnother s%u dy performed bysonable representation of the truth, these coefficients can be
. _ 1/2 -1 _ H

Getirana (2011) introduced a rating curve model into an Op_e_xpres%eg as ;]w ) So .In ang bh_ 5./3’ v;/lherew |shthe

timization scheme in order to drive the automatic calibrationVe" Width, S, the river slope and the river flow roughness

of a rainfall-runoff model exclusively using radar altimetry coefﬁment. However', asin most appllcatlorasandb.are
data. estimated by curve-fitting, and they do not necessarily repre-

A recent effort in acquiring altimetric data resulted in an sent their physical characteristics. Due to changes in the river

unprecedented radar altimetry dataset at several hundreds gpometry, rating curves must be_ updated peno_dlca_tlly. AI_s 0,
virtual stations over the main lakes, rivers and tributariesSCate" afo“ﬂd the curve can eX|§t as the relation is derived
on the planet Http://www.legos.obs-mip.fr/soa/hydrologie/ from approximations c.)f observaﬂops. Errors can be on the
hydroweby, hereafter called the Hydroweb datasetd@rix order of 10-15 %, varying as a function of the river geometry,

et al., 2011). In addition, recent studies have focused on th@umerical approximation and quantity and quality of mea-

development of more precise global modeling systems Capagurements. Feasiblg values found at virtual stations within

1 )
ble of simulating continental water fluxes (e.g. Doll et al., the study areahcanl rangedfror}"lrfo:o 0.1m mh (in prac I
2003: Kumar et al., 2006; Decharme et al.. 2010). On thelice: fiver reaches located in flat areas can have zero slopes

other hand, even though the Amazon basin is responsible fo?,‘nd the Io¥ver bo;nd V\_/ssddgflred n g‘rjder to constra]in the es-
about 15% of the water flow from continents to oceans, jimation ofa, as described be ow), ana[m] can vary from

is poorly gauged and its hydrological processes are still un—100 to 10km. Chow (1959) lists Manning roughness coef-

known in many areas at the meso and regional scales. TalﬁdentS for open channels, suggesting that feasiblalues

ing advantage of the Hydroweb dataset and recent advanc?c?n }E)?ry frolm 0.01 to 0'16]; In tTS s;gse, one can say that
in global scale hydrological modeling, the present study ex- easiblea values can range from 1 to , )
Radar altimetry provides us with the height,[m], which

tends the application of the rating curve approach at the con-

tinental scale, investigating whether it is possible to estimatd €Presents the instantaneous measurement of the Earth’s sur-

instantaneous discharges from current large scale radar ajace height referenced to a specified ellipsoid. In this sense,

: e . e H corresponds to the height of the reflecting surface that re-
timetry datasets and quantifying their accuracy. Specifically,”” . . )
y d fying y. 5P y eives and reflects the satellite radar echoes. The river depth

this study evaluates a methodology where stage—dischar = . i .
relations are based on rating curves derived from Envisagp can .be derived frond! by subtractlpg the mean rlver.bed
elevation, or the zero-flow water height(h = H — z). This

data and simulated discharges provided by the Hydrologi- . . .
cal Modeling and Analysis Platform (HyMAP) flow routing Ieads to the general formulation of the rating curve equation
scheme (Getirana et al., 2012) coupled in off-line mode witthf'ned as

the Interactions Sol-Biosgie-Atmospkre (ISBA) (Noilhan —a-(H -2 1)

and Mahfouf, 1996) land surface model (LSM). The results

of this study point toward a general methodology capableHowever, as in most cases, the zero-flow water hejgist

of predicting water discharges at the continental or globalan unknown variable. A straightforward way to estimate this

discharge relation
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parameter is by minimizing errors of curve-fitting between
stage and discharge observations at a given location and pe
riod using the linear form of Eq. (1):

5.

IN(Q) = In(@) + b - In(H — 2). )

3 Methods

The methodology used to predict water discharges is basec10[

on rating curve fitting by combining radar altimetry with sim-

ulated discharges in Eq. (2) and is similar to those applied in 15

Ledn et al. (2006) and Getirana et al. (2009). Coefficients ———

b andz are calibrated for each VS in two steps. First, a set of ® VS usedn the evalation

a andb coefficients are defined based on the best fit DEtWEEN_20 | cues v m e evasaion

Q andH -z, where z ranges from the minimum altimetric ob- g,

servation Hmin) to 50 mb.s.l. (below sea level) (this value

was used in order to assure the existence of any feas|b|e Flg 1. The Amazon basin and the geographical location of virtual

value). The range of possibievalues has been explored by and gauging stations used in this study.

increments of 0.01 m. The curve fitting for eagclvalue is

based on the minimization of the sum of squared residuals of

the linear regression model of Eq. (2). for the 2002—2009 period. Details about the data extraction
The best; value is then obtained by maximizing the co- technique, retracking and evaluation against in situ observa-

efficient of determinationR2. R? is computed for the best tions are reported in Silva et al. (2011). In this study, the wa-

fit betweenQ and H — z, as denoted by Eq. (2), and ranges ter heights provided by Envisat were converted to altitudes

between zero and 1, where 1 represents the optimal valudising the GRACE static solution of GGM02C geoid model

Exploring the range of possible valueszoéllows the func-  (Tapley et al., 2004).

tion R?= f(z) to be built up. The optimization oR? is

constrained by the feasible values defined dorranging 3.2 The HyMAP river routing scheme

from 1 to 1@ (see Sect. 2). In cases where convergence is

not reached, i.eR?= f (z = o0), the search procedure Stops simulated discharge®ir) are provided at a daily time step

when a differentialR*(dR*) between two search steps is and 0.25 spatial resolution by HyMAP, coupled in off-line

equal or less than 1. These cases will be called “non- mode with ISBA (Noilhan and Mahfouf, 1996). HyMAP is a

converging curve fittings” hereafter (and the opposite casgy|opal scale flow routing scheme capable of simulating flow

=70 -60 -50

“converging curve fittings”). velocity, water discharge, depth and storage in rivers and
_ _ floodplains, among other hydrological variables. The runoff
3.1 Envisat altimetry data and baseflow generated by ISBA (see Decharme et al., 2012

for a full description of ISBA parameterization and forcings)
Envisat orbits on a 35-day temporal resolution (durationare routed using a kinematic wave formulation through a pre-
of the orbital cycle) from latitude 819N to 81.5 S, and  scribed river network to oceans or inland seas. The model is
70 km inter-track spacing at the Equator. Its beam footprintfully described and evaluated in Getirana et al. (2012).
width is about 3.5km. The radar altimetry dataset used in HyMAP simulates water level, discharge and storage in
this study is the one available on Hydroweb &Gwux et al.,  rivers and floodplains at the spatial resolution of 0.28d
2011). The Envisat radar altimetry dataset covers severaht the daily time step. For this study, the internal computa-
large rivers, lakes and floodplains within the Amazon basin,tional time step was set as 15 min. The surface and subsur-
being composed of over 1500 VS. After selection of VS lo- face runoffs generated by a LSM are routed using a kine-
cated over rivers with sufficiently long and consistent time matic wave formulation through a prescribed river network
series, 475VS remained (see Fig. 1 for the spatial distributo oceans or inland seas. The model is composed of four
tion of VS). The ranges used in this study are those issued bynodules accounting for (1) the surface and subsurface runoff
the ICE-1 algorithm (Bamber, 1994). Absolute errors of alti- time delays, (2) flow routing in river channels, (3) flow rout-
metric time series within the Amazon basin are in the ordering in floodplains and (4) evaporation from open water sur-
of tens of centimeters (Silva et al., 2011). Selected VS coveffaces. Although the kinematic wave equation may not be
most Amazon River's tributaries and other small rivers, with adequate for river reaches under unsteady flow conditions
drainage areas ranging from 10000 to 5238 808.Kfime (Trigg et al., 2009), recent modeling attempts in the Amazon
series length varies from 23 to 63 altimetric observationsbasin using different approaches and datasets suggest that
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(1) meteorological forcings (mainly precipitation), (2) the performance coefficients: the normalized root mean square
simulated vertical water balance and (3) observed data usedrror (NRMSE), the Nash—Sutcliffe (NS) coefficient and the
in the evaluation process have a higher impact on simulatedelative streamflow volume error (RE).

discharges than the routing method itself. In addition, accord- RMSE
ing to a comparison performed by Yamazaki et al. (2011) aNRMSE= ——— 3)
the global scale, only small differences in discharges sim- (ymax = ymin)
ulated by both kinematic and diffusive wave formulations % Or — x1)?
were found. According to Getirana et al. (2012), 23 % of =1
) . : NS=1-°"F2 (4)

the stream gauges considered in the evaluation have Nash— nt >
Sutcliffe (NS) coefficients higher than 0.50 and 68 % above ;1 Or =)
zero. Also, discharges are very well simulatedCdtidos, nt = t
with NS =0.89. Sx =Y

The uncertainty of simulated discharge varies spatially azE _ =L =1 ®)
a function of both the size the drainage ardd é&nd qual- nt
ity of LSM inputs, notably the precipitation field. The rel- El I

ative streamflow volume error (RE) of simulated discharges . . )
ranges from 0.155 (or 15.5 %) for large basins<{ 10° km?) wheret is the time stepnt the total number of days dispos-

t0 1.105 ¢ 110 %) for smaller areasi(< 10° km?). RE val- ing of observed data, an_dy are, regpectively, the simulated
ues are closely related to the vertical water balance, which i@nd target (observed) signals at time stepnd ymax ymin
highly sensitive to precipitation and LSM parameterization. @ndy, are respectively, the maximum, minimum and mean
Two experiments were performed in order to evaluate the/lues of the target signals for the entire period. NS ranges
impacts of simulated discharge uncertainties on rating curvd’®m —oo to 1, where 1 is the optimal case and zero is when
fitting. The first one uses simulated discharge from the deSimulations represent observed signals as well as the_ mean
fault HyMAP model configuration as described in Getirana V&ue- NRMSE and RE vary from1 to +oo, where zerois
et al. (2012). The second one takes advantage of observelj€ Optimal case. One can obtain NRMSE and RE values in
daily discharges@ob9 at 135 gauging stations (see spatial Pereentage by multiplying them by 100.
distribution of stations in Fig. 1) during the HyMAP run
by directly replacing simulated Qischqrges with obsgrvations4 Results and discussion
at the outlet of the corresponding grid cells. Experiments 1
and 2 will be also called “default simulation” and “directin- 4.1 Curve fitting
sertion”. Gauging stations are operated by the Brazilian Wa-
ter Agency (ANA) and have at least one year of observed disFigure 2 shows the spatial distribution®f values and curve
charges within the study period. The discharge data replacecoefficients &, b andz) derived from the calibration proce-
ment assures that uncertainties in the curve fitting at VS lo-dure for both experiments. For experiment 1 (default simu-
cated near gauging stations are mainly due to altimetric datéation), from a total of 475VS, 225 had rating curves con-
rather than discharge. Finally, two different discharge esti-verging to optimak values. The other 250 VS had the cali-
mate time series can be provided by rating curves at each VSration procedure interrupted based on tiRe ¢ 10~ crite-
(1) discharge derived from curve fitting without data replace-rion or constrained by feasiblevalues, as discussed above.
ment (Qrco); and (2) with data replacemen®(:1). Curve fit- R? values used as the objective function in the calibration
ting was performed during the 2002—2005 calibration periodvaried from zero to 0.95. 87 VS hak? < 0.20. These VS
for the whole set of VS. However, only 90 VS located near are mostly located in the Western Amazon basin and rep-
gauging stations had discharge estimates compared againsisent small catchments. The meRfvalue of converging
observations. In order to quantify the impacts of radar al-rating curves was 0.49. Diverging rating curves had a higher
timetry data on discharge estimates from rating cur¥ks; meanR? of 0.67, which implies that non-convergence does
at these same selected virtual stations was compared to staget necessarily indicate bad curve fitting. This deduction will
observations for both calibration and evaluation periods. Thebe addressed in the next section. The mRafior the entire
distances between the selected VS and gauging stations deet of VS was 0.57.
not exceed 30 km. Based on the geographical proximity, it As for experiment 2 (direct insertion), 324 rating curves
was considered that these stations have the same hydrologionverged to optimak values, representing an increase
cal response, since the incremental area within the reachesf 44% in comparison with experiment 1. The inclusion
are irrelevant if compared to the total drainage areas upof water discharge observations in the modeling system
stream the stations. also improvedR? values, varying from zero te-1. Con-
The evaluation of predicted water discharges by ratingverging and diverging curve fittings had me&d of 0.71
curves was performed in the 2006—2008 period. The accuand 0.66, respectively. The meA&A for the 475 VS was 0.69.
racy of discharge estimates was determined by using threémprovements are clearly noticed downstream of gauging
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Experiment 1 (default simulation) Experiment 2 (direct insertion)

Fig. 2. Results of curve fitting at 475 virtual stations. Zero-flow equivalent depthalues and coefficientsandb are omitted (represented
by crossed circles) at virtual stations with non-converging rating curves.
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Table 1. Performance coefficients (NRMSE, RE and NS) of water Table 2. Same as Table 1, but for the validation period (2006—2008).
discharges estimated by the rating curves at selected virtual stationSimulated discharges are not available for this entire period.

for the calibration period (2002—-2005). Coefficients of modeled dis-
charges at gauging stations used in the evaluation are also provided. Thresholds of drainage are,(km?)
Values correspond to averages of drainage area thresholds.

A<10®P 10P<A<10®° A>10° Total

Thresholds of drainage area,(km?) Experiment 1 Orcq)
A<10P 10°<A<10® A>10° Total NRMSE 0.38 0.22 0.15 0.25
- RE 0.84 0.44 0.15 0.48
Experiment 1 Orco) NS ~1.22 0.26 067 —0.06
NRMSE 0.37 0.20 0.13 0.24 -
RE 0.84 0.49 015 051 Experiment 2 Or1)
NS -1.81 0.26 0.77 -0.23 NRMSE 0.09 0.10 0.14 0.11
- RE 0.15 0.20 0.12 0.17
Experiment 2 Orc1) NS 0.85 0.84 0.67 0.80
NRMSE 0.07 0.09 0.11 0.09
RE 0.15 0.24 0.11 0.18
NS 0.92 0.83 0.80 0.85 84 % and—1.81, respectively), while those draining medium
HyMAP simulation Qsjm) (20 %, 49 % and 0.26) and large areas (13 %, 15 % and 0.77)
NRMSE 037 025 013 0.26 provided much better results. Figure 3 shows NRMSE of se-
RE 111 0.63 016 0.68 lected VS as a function of the drainage ard. Results of
NS ~1.32 0.17 077 —0.16 both experiments 1 and 2 are presented for the calibration

period. According to the map in the right side of the figure,
a larger concentration of VS with high errors is located in
the Western side of the basin. These results agree with the
stations, especially in small and medium rivers. These resultgpatial distribution of performance coefficients for simulated
demonstrate a significant enhancement in the curve calibradischarge Qsjm), revealing a positive correlation of 0.26 be-
tion when observed discharges are inserted in the modelingyveen the accuracy a@d,co and Qsim.
system. A substantial improvement is obtained with the inclusion
According to Fig. 2, the zero-flow equivalent depthand  of discharge data into the modeling system performed in ex-
coefficientsa andb had similar values for both experiments. periment 2. The mean values of coefficients NRMSE and RE
Overall, z values are physically consistent at VS where for the set of 90 VS were reduced to 9 and 18 %, respectively,
the calibration converged, ranging from1.45 and from  and NS had a non-negligible increase to 0.85. Mean NRMSE
—5.54m (experiments 1 and 2, respectively) n@aidos to  values for small, medium and large areas are 7, 9 and 11 %,
about 314 and 313 m in the western Amazon basin, near theespectively.
Andes Mountains. Both coefficients and & showed large Orc1 Uncertainty can be mostly attributed to radar altime-
ranges. The coefficient ranged from 1 to about 21800, try errors since curve fitting was performed using observed
while b varied from 0.35 to 6.41. As these values result from discharge. Although the NRMSE values of unbiased Envisat
an automatic calibration procedure, their physical meaningsyater levels can exceed 20% for a single VS, the mean

remain unclear and are not discussed in this study. NRMSE is 7.4 % for all VS within the Amazon basin, vary-
ing from about 7 % for VS draining medium and large areas
4.2 Accuracy of discharge estimates to 9 % for small areas (Fig. 3). Another source of errors can

be curve approximations. The methodology applied in this

Tables 1 and 2 list the performance coefficients (NRMSE,study is based on the calibration of coefficientsiandz) of
RE and NS) used to evaluate the accuracy of discharge es single rating curve by maximizing2. Rating curves used
timates provided by the rating curves and modeling duringby ANA may have been built using different criteria also con-
the calibration and evaluation periods. Coefficients are presidering river slope, which represent loop ratings caused by
sented as averages of drainage arépthresholds: small unsteady flow regimes.
(A < 1P km?); medium (16 km? < A < 10f km?); and large Discharge estimated in the evaluation period performed al-
(A > 10° km?) drainage areas. most as well as estimates in the calibration period, exhibit-

Although discharge estimates derived from experiment 1ling only a minor degradation of most coefficients (see Ta-
(Qrco) had overall poor results (NRMSE =24 %, RE=51% ble 2). In experiment 1, mean NRMSE and RE remained
and NS=-0.23), performance coefficients can vary as anearly the same (25 and 48 %, respectively) with some varia-
function of the drainage area. Virtual stations with smaller tion within VS groups. The mean Nash-Sutcliffe coefficient
areas had discharge estimates with low accuracy (37 %presented a slight improvement (NS-8.06), explained by
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Table 3. Rating curve equations and coefficients of determinakiérior virtual stations VS-8, VS-217 and VS-478 shown in Fig. 4.

Experiment 1 Experiment 2

vs-8  Qrc0=10- (H + 75381 R2=0.92 0rc1=10- (H +6.3)375 R2=0.99
vs-217 Qyc0=10- (H —252)325 R2=085  (Q,1=994  (H — 346)222 R2=0.93
Vs-478 Q,c0=4285- (H — 67.2)9%% R2=0.47 (,1=308 (H — 664148 R2=0.99

T T
H 15- X Mean(total)=0.236 |
c'.rE {
w 1  Mé&n(A<10%)=0.373 ><Mean(u:uﬁ-u!m|J“)=C|.1srr Mean({A>10%=0.126 .
[}
= >
T 05F x x X R
= x
s KK * ¥ X D¢
S ONE Sak e XXX %
T 0751 Mean(total)=0.088 |
ks "
; 05  Mean(A<10%=0.,073 g‘g|-.-|.c.-a|-|(msdmn“):u.cu-m Mean(A>10°)=0.119 1N
E o2s X X
.23 * 4 > -
= X x % L)
. f %»’c X X% X%,. IX‘ ol i ><I§ A
x X : "
X o048k Mean(total)=0.074 5 i
k] X X % X
T X ? X ¥ § &
u 012} Megn(%:m“pg.usux gI:E'Ieangl:j«.t\ 16%)=0.068 Mean{A>10°)=0.071 .
% b 3¢
= X ., x X x
E oos| 5 S %(\ R 2 g &3 % N % .
# % x X *® E ><$ g X x X
1 L
4 5 &
L 0 0 A’y (008090008

Fig. 3. Normalized root mean square errors (NRMSE) of water discharge and level at 90 virtual stations during the calibration period
(2002-2005): on the top, discharge estimates from experiment 1 (no inclusion of observed discharge in the modeling system); in the middle,
discharge estimates from experiment 2 (inclusion of observed discharge in the modeling system); and on the bottom, water level fluctuation
provided by Envisat. On the left, NRMSE values are presented as functions of the drainage &neshe right, NRMSE of virtual stations

are spatially distributed within the Amazon basin.

the increasing of the performance at VS with< 10° kmZ. both curve-fitting experiments did not converge to a feasible
Other groups had NS values lower than those provided; and were stopped based on the?ctriterion described in
by the calibration period. Experiment 2 provided a slight Sect. 3, resulting in maximunk? values of 0.92 and 0.99
degradation of mean NRMSE, RE and NS (11%, 17 %(see Table 3 for rating curve equations aktlvalues of vs-
and 0.80, respectively) when compared to the calibration pe8, vs-217 and vs-478). The virtual station vs-217 converged
riod. NRMSE of Hsgt is slightly higher in the evaluation pe- in the second curve-fitting experiment onky=34.6 m), but
riod (2006—2008), averaging 9 % (not shown). This can ex-R? of both experiments were relatively high (0.85 and 0.93,
plain the general increase of discharge estimate uncertaintsespectively). Finally, vs-478 had convergingvalues in
in that same period and demonstrates a general agreemebbth experiments with similar values (67.2 and 66.4m, re-
with results derived from the calibration period. spectively), butR? values significantly different (0.47 and
Figure 4 shows results of three VS selected from the0.99, respectively). Although the accuracy of curve-based
dataset, each one representing a group of VS defined bglischarge estimates in experiment 1 varied as a function of
drainage areas (see Fig. 1 for location of virtual stations):the drainage area, all thé threshold cases provided im-
vs-8 represents a large area, located in the lower Amazoproved discharges when comparedgn, in the calibration
River nearObidos, drains a surface of 4<710° km? with period (2002—-2005)Q,c0 had RE values of 7 % (vs-8), 18 %
a mean discharge of 173000mis1; vs-217 is an ex- (vs-217) and 153 % (vs-478) and NRMSE of 9, 9 and 46 %,
ample medium area (209200 Rjn located near the Vila respectively (see Tables 4 and 5 for performance coefficients
Bittencourt station in the JaparRiver, mean discharge of in the calibration and evaluation periods of these three sta-
13700n¥s1,; and vs-479 is for small areas (16 000%m tions). The evaluation period (2006—2008) had similar re-
located near Palmeiras do Jdvstation in the JavamRiver, sults, with RE values of 8, 12 and 214 % and NRMSE of 10,
with mean discharge of 620%s~1. At virtual station vs-8, 8 and 48 %. The direct insertion of observed data improved
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Table 4. Performance coefficients NS, RE and NRMSE for the calibration period (2002—2005) for the virtual stations shown i@ kig. 4.
Orc1, and Qgim represent the discharge derived from Experiments 1 and 2, and from the default simulation.

vs-8 vs-217 vs-478
NS RE NRMSE NS RE NRMSE NS RE NRMSE
Oco 091 0.07 0.09 0.89 0.18 0.09 -1.03 1.53 0.46
Orc1 099 0.03 0.03 0.90 0.12 0.08 0.99 0.08 0.04
Osim 0.82 0.10 0.11 0.65 0.28 0.14 -1.77 2.28 0.49
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Fig. 4. Results from the curve fitting procedure for three virtual stations: vs-8, vs-217 and vs-478 (see location in Fig. 1). On the left, the
optimization of R2= f(z): red represents experiment 0/0) and blue is experiment XX¢1). In the middle, the curve fitting for both
experiments: red dots and lines stand for experiment 1 and blue squares and lines are derived from experiment 2. On the right, observed an
simulated daily discharges and curve estimates for both experiments during the calibration and evaluation periods (legend is provided).

results of all the three VS, but significant changes are evi-4.3 Discussion

dent for vs-478, where RE and NRMSE were drastically im-

proved to 8 and 4%, respectively, for the calibration period, og mentioned before, discharge estimates derived from rat-
and 10 and 4 % for the evaluation period. Errorggo for - jng cyrves in Experiment 1 (ungauged case) performed over-
vs-8 are mainly due to overestimated peak discharge, as prog| petter than model outputs at stations with medium and

Vid?d by HyMAP (see I_:ig. 4). As for VS'Z_lgFCO Irors aré  |arge drainage areas. This means that the methodology can
derived from underestimated peaks, while vs-478 has over applied in ungauged basins where the evaluation of sim-

estimated discharges throughout the study period. ulated discharges is not possible. Previous studies, however,
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Table 5. The same as Table 4, but for the evaluation period (2006—2008). Simulated discliggeste not available for this period.

vs-8 vs-217 vs-478
NS RE NRMSE NS RE NRMSE NS RE NRMSE
Orco 091 0.08 0.10 0.88 0.13 0.08 -0.70 2.14 0.48
Orc1 0.98 0.03 0.04 0.89 0.09 0.08 0.99 0.10 0.04

have presented better results in terms of both curve fittingconsidered to evaluate the linear regression of Eq. (2) and
and discharge estimates as discussed below. curve parameters may change accordingly. As the focus of
Ledn et al. (2006) created rating curves at 21 VS using En-his study is the evaluation of discharge estimates rather than
visat and Topex/Poseidon data along the Negro and Uaupése reliability of curve parameters, only the coefficient of de-
Rivers, located in the Northern Amazon basin. Curve fitting termination,R?, was considered. Therefore, for future works,
R? values varied from 0.66 to 0.99, averaging 0.93. Geti-the use of different measurements is recommended for a full
rana et al. (2009) presented rating curves at 12 VS in the upevaluation of curve parameter estimation.
per Branco River basin (also located in the Northern Ama-
zon basin) using Envisat dat&? values ranged from 0.66
to 0.97, averaging 0.87. According to the results presented Concluding remarks
in Sect. 4.1, curves are better fitted in the aforementioned
studies than in the present one (experiment 1 had minimumThis study evaluates a methodology to predict water dis-
maximum and averag&? values of zero, 0.95 and 0.57, charges from radar altimetry data with potential applications
respectively). at the global scale. The technique is based on the calibration
The previous study performed by Getirana’s et al. (2009)of rating curves using altimetric data and simulated water dis-
also evaluated altimetry-based discharges at 3 VS using sireharge at VS. As a first attempt, the technique was applied to
ulated and observed discharges to retrieve rating curves (sinthe Amazon basin. Curve fitting coefficients and altimetry-
ilar to experiments 1 and 2 described in this study). Thebased estimates from 2002 to 2009 were derived at 475VS
experiment using simulated discharges revealed RE valuewithin the basin and these entire datasets are available upon
ranging from 9 to 20 % and RMSE from 11 to 27 %, averag- request. A first evaluation (called experiment 1) was con-
ing 13 and 17 %, respectively. In experiment 1 of this study,ducted by building rating curves combining Envisat data and
the same coefficients averaged 24 and 51 %, respectively. Theimulated discharges derived from the HyMAP model. In or-
poorer results obtained in the present work can be explaineder to evaluate the impacts of model uncertainties on rating
by the (i) modeling approach and (ii) spatial scale. Geti-curve accuracy, an additional experiment (experiment 2) was
rana et al. (2009) used a fully calibrated hydrological modelperformed using model outputs resulting from a discharge
that resulted in NS values between 0.48 and 0.93 (averagdata replacement procedure. Discharge estimates at 90 VS
of 0.72 for eight gauging stations located within the study were compared against observations at nearby gauging sta-
area), while simulated discharges used in this study had avetions. Based on the results obtained, we can say that instan-
aged NS values of 0.41 at 119 gauging stations witt=Nl5  taneous discharge estimates from current large-scale radar al-
within the Amazon basin. As one of the objectives of this timetry datasets based on rating curves are feasible, but ac-
study is to estimate and evaluate the accuracy of water diseuracy is highly sensitive to the quality of input data.
charge derived from large scale radar altimetry datasets based Overall, discharge estimates provided by both experiments
on rating curves and global modeling systems, both model$ad good performance. In medium and large rivers, rating
used to calculate discharges (ISBA and HyMAP) were runcurve-based discharges performed better than model simu-
with default parameters. As for the spatial scale (i), Geti- lations. The results are encouraging compared to previous
rana et al. (2009) simulated a small area in the Amazon basifelated studies and have errors that are acceptable for most
(~121000kn?) and evaluated only three altimetry-based hydrological applications. However, significant differences
discharge time series. This study goes further, evaluating disin experimental results were noted at smaller scales, i.e. VS
charge estimates at 90 VS located within the entire basin. Omith drainage areas < 10° km?, where rainfall monitoring
the other hand, one can see that RE and NRMSE values d§ usually inadequate and model parameter uncertainties are
discharge estimates derived from both experiment 2 and itdiigher (Getirana et al., 2012). Uncertainties of experiment 1
equivalent experiment performed by Getirana et al. (2009)are closely related to simulated discharge errors. This is due
are comparable (18 and 9 % for the present work and 13 an¢b the noise reduction performed by the linear regression. As
17 % for the previous one). Another point that should beone could see in Table 1, discharge estimates derived from
discussed is related to the coefficient used in the objectivgating curves in experiment 1 performed overall better than
function for the curve fitting. Many measurements can bemodel outputs at stations with medium and large drainage
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areas. However, it is clear that the replacement of simulatedjuality or time length of global datasets, preventing one of
discharges by observations will improve the overall results.obtaining accurate simulations of physical processes on a
Experiment 2 provided better overall results. The inclusionnear real-time basis at poorly-gauged or ungauged locations.
of observed discharges into the modeling system eliminated’he combination of the present methodology with future al-
the impact of simulated discharges on rating curve accuracytimetric and topographic missions will considerably improve
resulting in a dominant influence of the low altimetric data the understanding of hydrological processes and streamflow
uncertainty. Such differences between experiments are exestimates in unequipped basins. Ultimately, altimetry-based
pected since precipitation and model uncertainties are eradidischarges can be used in a flow routing scheme framework
cated by the inclusion of observed data. In some cases whete evaluate the feedback effects between the land surface and
input data are insufficiently accurate to provide a good curveatmosphere and the vertical water and energy balances com-
fitting, such as experiment 1 at VS-478 (Fig. 4), the curveputed by LSMs.
parameters may not be reflective of the actual channel hy-
draulics. This relation will depend on the quality of data used
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