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Abstract. Evapotranspiration (ET) plays a key role in hy- 1 Introduction
drological impact studies and operational flood forecasting
models as ET represents a loss of water from a catchment. Floods are among the most common natural disasters in the
Although ET is a major component of the catchment wa-world. Among other infrastructure protecting measures, one
ter balance, the evapotranspiration input for rainfall-runoffindispensable tool to manage floods is the use of operational
models is often simplified in contrast to the detailed estimategainfall-runoff models to predict the arrival of discharge
of catchment averaged precipitation. peaks. These rainfall-runoff models are usually forced with
In this study, an existing conceptual rainfall-runoff model continuous time series of the catchment averaged precipi-
calibrated for and operational in the Bellebeek catchment irfation and evapotranspiration rates. These are then related
Belgium firstly has been validated and its sensitivity to differ- to the catchment discharge through a number of conceptual
ent available potential ET input has been studied. It has beegquations —representing a number of reservoirs that are con-
shown that when applying a calibrated rainfall-runoff model, nected through a number of flows— of which the parameters
the model input should be consistent with the input used forare tuned through a comparison of the modeled discharge to
the calibration process, not only on the volume of ET, butobservationsKerket et al.2010).
also on the seasonal pattern. Secondly, estimates of the actualAlthough evapotranspiration is a major component of the
evapotranspiration based on measurements of a large apetatchment’s water balance, the evapotranspiration input for
ture scintillometer (LAS) have been used as model forcingrainfall-runoff models is often simplified compared to the
in the rainfall-runoff model. From this analysis, it has been detailed estimates of catchment averaged precipitation. How-
shown that the actual evapotranspiration is a crucial facto€ver, evapotranspiration rates depend, among other, on land
in simulating the catchment water balance and the resultingover type and soil moisture conditioramain et aJ 2011),
stream flow. and consequently it can be considered important to estimate
Regarding the actual evapotranspiration estimates from théhe watershed-scale evapotranspiration.
LAS, it has been concluded that they can be considered re- Nevertheless, poor attention is given to this date to the ET
alistic in summer months. In the months where stable condiinput for rainfall-runoff models. As an appropriate (contin-
tions prevail (autumn, winter and (early) spring), an underes-uous) estimate of actual evapotranspiration at the catchment
timation of the actual evapotranspiration is made, which hasscale is often not available, potential evapotranspiration tends

an important impact on the catchment’s water balance. to be used as model forcing. The estimates of potential evap-
otranspiration (Ef) are usually based on calculations from

meteorological data (such as Penman’s equatior i&then
converted into actual evapotranspiration through one or more
equations (with corresponding parameters) depending on the
water content of one or more soil water reservoirs.
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Oudin et al.(2005h studied the impact of different po- 2 Site and data description
tential ET inputs on the model performance of four different
rainfall-runoff models over a large and climatically varied 2.1 Site description
catchment sample of 308 catchments located in France, Aus- ) i
tralia and the United States. They concluded that looking for! N€ Study was performed in the Dender catchment in Flan-
daily observed EJ data as input for rainfall-runoff models ders, the northern part of Belgium. Figursshows the loca-
is not necessary and that a long-term average regime curve dion of the catchment together with a digital elevation model

ET, resulted in an equal stream flow simulation efficiency. (PEM) of the area. A meteorological station as well as a
By studying more extensively the rainfall-runoff mod- large aperture scintillometer (LAS) are operational in the

els and their inner state variable@ydin et al.(2004 have subcatchment of the Bellebeek (102.3%nThe elevation in
shown that the insensitivity of rainfall-runoff models to the the subcaichment ranges between 10 and 110 m. Soil texture

different ET, inputs is due to the low-pass behavior of the is predominantly loam (74 %), and the land use is predomi-

soil moisture reservoirs, which smooths the effect of thg ET Nantly agriculture (63.6 %) and pasture (22.9 %). Urban land
fluctuations. It is important to mention that for these stud- €0Ver makes up 8'6%0°f the surface and the remaining area
ies, systematic differences between differeng Eiputs have ~ CONSISts of forest (4.8 %) and open water (0.1 %).

been eliminated by a rescaling to the same long-terrp. ET Precipitation rates as model forcing for the PDM are con-

Additionally, Oudin et al.(200§ found that systematic er- tinuously measured at the meteorological station of Liedek-
rors in the ;E-E input lead to a proportional degradation of erke, situated near the outlet of the catchment and are consid-

model performance. This can be improved by recalibratingered here as uniformly distributed over the catchment. Dis-
the rainfall-runoff model with the (erroneous) gifiput, be- charge observations are continuously available at an hourly
cause the conversion of potential into actual ET compensateime step at the outlet of the catchment.
for input errors in the potential ET.

In this paper, an existing conceptual rainfall-runoff model,

calibrated for and operational in the Bellebeek catchment, iSFigurel shows the location of the meteorological station of
validated, and its sensitivity to different available ET inputs | jadekerke used in this study. Continuous measurements of

has been studied. Not only the impact on the model perforying speed and wind direction at 10 m height, as well as pre-
mance is studied for different estimates of potential ET as

> ) - ' cipitation rates, air pressure, and air and dew point temper-
model forcing (as is done earlier Iudin et al, 20050, but — 4yre at a height of 2 m were available at a 10 min intervals.

also for an estimate of the catchment averaged actual ET. Further, net radiationky,) data from a NR-Lite net radiome-
These estimates of &d: have been obtained indirectly o, (Kipp and Zonen, Delft, Netherlands) at 2m height and
from optical scintillometry, a technique that is quickly 4o ng heat flux@) observations from two HFPO1 soil heat
emerging in hydrologic applications to estimate surfaceqx sensors (Hukseflux, Delft, Netherlands) at 5cm depth
fluxes continuously across large distances. were also available at this site. Discharge observations were

_The paper is organized as follows. In Sect. 2, the study,yajjaple with an hourly time step at the outlet of the Belle-
site and the available data sets are described. In Sect. 3, th&.ak subcatchment.

probability distributed model (PDM) of the Bellebeek catch-
ment is introduced. This model has formerly been calibrated® 3  Scintillometer data
by Cabus(2008 with a mean seasonally variable Eihput
(a sinusoidal function throughout the year for dailyEav- The scintillometer used in this experiment is an LAS type
erages). BLS2000 (Scintec AG, Tibingen, Germany). The transmit-
In Sect. 4, the performance of this PDM on stream flow ter is situated in Asse on a water tower at an elevation of
output is evaluated when other Einputs are used (based 40 m above the surface. The receiver is installed in the church
on the Penman(—Monteith) equations) (Sdc®). Also, the  tower in Eizeringen at 15 m above the surfaSarhain et aJ.
impact of other temporal resolutions for the ET input has2011). The LAS is measuring over the subcatchment of the
been assessed (Sett3). In addition to the methodology of Bellebeek along a 9.5 km path. This allows the beam to cross
Oudin et al.(2004), for the Bellebeek catchment, the model the basin well above the canopy, the small forests, the valley
performance has also been evaluated on its simulations of thef the Bellebeek and its tributaries and roads and towns. Ac-
internal model variable Ejt;as actual evapotranspiration es- cording toSamain et al(2011), the effective heightzes, m)
timates are available from a large aperture scintilometer.  of the beam is 68 m, calculated followittdprtogensis et al.
Finally, in Sect. 5, the performance of the PDM applying (2003. The BLS2000 has an aperture size of 0.26 m, which
the catchment’s actual evapotranspiration derived from scinmakes it suitable for flux measurements on a relatively large
tilometer data as model forcing, is evaluated. spatial scale (up to 10 km). From the 1 min data of observed
intensities, 1 minH values are derived using the calculation
procedure explained iBamain et al(2011).

2.2 Data sets from the meteorological station
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Fig. 1. The location of the study site in Belgium, a DEM of the study area and the location of the meteorologic stations and the LAS in the
study area.

As shown inSamain et al(2011), representative sensible applied. The latter problem occurred because no cr[Ef\ar
heat fluxes for the heterogeneous catchment of the Bellebeetinimum could be found around the transition between dif-
can be calculated from the LAS data. ferent stability conditions. In a next step, the energy balance

Samain et al(20123 further describe the construction of equation has been applied to calculate latent heat fluxes LE
an almost continuous series of hourly sensible heat fluxes ugthe energy equivalent of evapotranspiration) from thdse
ing an operational algorithm based on the diurnal cycle offluxes Samain et a.2012h. Therefore, the operational esti-
the refractive index structure parame(% and by ignoring  mates of the catchment available energy (AR, — G) are
the humidity correction based on the Bowen ratio. This dis-calculated from the point measurementsRafand G from
regard of the humidity correction has been shown to resulthe Liedekerke meteorological station, and adjusted to the
in an increase of the completeness of the resultingeries  catchment scale through the use of the calibrated land sur-
with only a marginal error if{ (Samain et a).20123. face model TOPLATSSamain et a).2012. Resulting LE

For the present study, data of the LAS from 21 Febru-values for a period of 6 months have been compared to re-
ary 2008 until 31 December 2010 are used. Unfortunatelysults form the remote sensing based surface energy balance
due to logging problems, no LAS data were available foralgorithm ETLook and the land surface model TOPLATS.
approximately 30 % of this time series. Using the algorithm Consistency has been shown between daily evapotranspira-
for constructing a continuous time series@ffrom LAS as  tion rates from ETLook, TOPLATS and the LAS&main
explained bySamain et al(20123, for the remaining time et al, 2012h, and as such, these LAS-based ET-values can
steps, a reliable estimate &f could be obtained for 88 % of be considered as catchment averaged actual evapotranspira-
the time steps. The loss of 12 % of the data was either dugion estimates.
to precipitation, or because no reliable houﬂﬁ, was ob-
tained from LAS data, because the algorithm could not be
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Fig. 2. Schematic of the PDM.

3 The probability distributed model The maximum storage capacit§max (mm) of the soll

moisture reservoir(sy1 (mm) is defined by
Different conceptual rainfall-runoff models exist to estimate

the arrival and the height of discharge peaks, which is ang . — Cmax+ mein. 3)
important tool in the management of floods. Certainly in a b+1

densely populated and flood-sensitive area as Flanders (part
of Belgium), the need for flood predictions is significant
(Cabus2008. In the operational flood-forecast system of the
Flemish government, the hydrological probability distributed
model (PDM) is used to predict discharge into the rivers from

The drainaged (mm h™1) to the groundwater is controlled
by the groundwater drainage time constigth) and is lim-
ited by S; (mm), the threshold below which water is being
held under soil tension:

the rainfall-runoff process, which is further used as forcing ,, 1 b
for hydraulic models to forecast flood extents. b= kg (S1= 507, St = S1. “)
3.1 Model structure Actual evapotranspiration is a fraction of the potential

evapotranspiration Bl (mm h~1) controlled by the water
Figure2 shows a schematic of the PDM. A detailed descrip- content of the soil moisture reserveiy (mm) and a parame-
tion is given inMoore(2007). The PDM uses precipitation Pr  terp, (-):
(mmh1) and potential evapotranspiration FEImm h1)as
input and is programmed for time steps of 1 h. The concep-ET —er(1- Smax— 51\ % 5
tual basis of the model is the partitioning of the surface intoa— 't~ = 'P ) ®)
number of reservoirs, each with a different storage capacity.
The distribution of the moisture content in the soil reservoir  The soil moisture reservoirs are filled with the available
is mathematically described by a probability distribution. In water p; (mm h~1), which is a gain of water due to rainfall,

most cases, a Pareto distribution is supposed, described nd a loss of water by evapo(transpi)rationgg Tmm h1)

Smax

three parametersifax , cmin andb): and by drainag® (mm h™1) to the groundwater:
N\b
Floy=1- (M) L Cmin < € < Cmax 1) Pi=Pr-ETaa—D. (6)
Cmax — Cmin

The storage in the soil moisture reservoirfg)at a time
stept, is the sum of the storage in the previous time step
(r — 1) with the available watep; and the direct runofDy
(mmh~1) when reservoirs overflow with an excess of avail-

where F(c) is the saturated fraction of the catchment ¢),
(mm) is the moisture contentyin (MM) andemax (Mm) are
parameters defining the minimum and maximum soil mois-
ture storage capacity, and exponérft) is a model parame-

SR . able water:
ter. For the Pareto distribution the moisture conteat each
time step is calculated as S1: =511+ pi — Qd S1.1 < Smaxe (7
1
_ _ Smax— S1 ) #+1 The overflow water is conceptually modeled as the surface
c=(tmax—¢cmin) |1— | ——— . 2 . . . .
Smax — Cmin runoff Qs or fast discharge using a succession of two linear
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reservoirs with time constankg (h) andk, (h), which is ex-  Table 1. PDM parameter values for the Bellebeek at Essene.
pressed as the discretely coincident transfer function model

described byD’Connor(1982: Area (knf)  88.38
Cmax (mm) 400

Ost=—010st-1—820st 2+ ®w0Qdt+ w10d;t-1, (8) Cmin (mm) 0
b [ 0.3

with be @ 2.5
L L ke (h) 10

- - - - ko (h) 4

" eXp< k1 ) a eXp( k2 ) ’ ®) ke  (hmm2) 18
k1(81—1) —k2(82—1) kg (h) 5174.2

o = ko — k1 ) (10) St (mm) 45
o1 ko(82 —1)81 — k1(81 — 1)52. 1) bg - 1

kp — k1

The slow discharge or baseflo@, (mmh1) from the 3.3 Model performance
roundwater is modeled using an additional reservoir with
grounaw ! usng " vorr wi In this study, the PDM of the Bellebeek catchment will be

time constanty, (h mm—2). FollowingMoore (2007), a cubic X ; . .
form is usually considered most appropriate to represent théurther validated for a 4yr time period (2007-2010) with

groundwater storaggs. The baseflow from the groundwater special attention to the impact of different ET approaches as

storage is then calculated following: model fo_rcin_g. . .
A multi-criteria protocol will be used here to evaluate the

Ob = ka\g” (12) high frequency (hourly) modeled river flow from these sim-
ulations. First, the multiple criteria as describedWiflems
in which the groundwater storagg at a time step is deter- (2009 are applied. This methodology not only focuses on a

mined as follows: good overall correspondence of the total flow, but also on
the correspondence of cumulative flow (total outflow vol-

Sas=S311— ——5— [exp(—3kb5§,t,1) _ 1] ume from the catchment), baseflow, high peak flows and
3knS3, 1 high peak flow distribution, and low flows. As the rainfall-

runoff model is operationally used to predict high flows, the
main focus is on the peak flows. The plots considered for
this model performance evaluation are consequently time se-
ries plots of the total flow, the baseflow, the cumulative total
and baseflow (Fig3), the scatterplot of simulated versus ob-
served peak flows and the empirical extreme value distribu-
tion of the peak flows (Fig4).

The PDM has been calibrated in the framework of a consis- Therefore, the river flow serie8 (1) (m*s™") is separated

o 31
tent and area-covering modeling study for all river-gauging' 'S sukg)fl(_)\ivs (baseflowp(z) (m*s™7) and surface flow
stations on the non-navigable watercourses in Flanders@s(?) (M”s™7)) applying the filter described byathan and

These models were assessed not only for the accurate simul¥cMahon(1990:

tion of a limited number of storms, but also for their statisti-

cal correspondence with high-water events, their total water2s() = @10s(f = D +a2(0(1) —a; 0 — 1)), (14)

volume and the total similarity over the complete year-to- €0(1) = Q1) — Qs (1) =y Qp(r = 1)

year monitoring serieQabus 2008. +az(l—ap)(Qs(t — 1)+ Q4 (1)), (15)
For the calibration of the PDM for the Bellebeek Ggbus )

(2008, catchment average rainfall was determined using theVhereaa (=), a2 (=), a3 (-) anda s (-) are calculated using

(D—kS3,-1)- (13)

The modeled total discharge (mm h~1) is then the sum
of the baseflowQy, and the surface runoffs.

3.2 Application to the test site

Thiessen methodology using different rain gauge stations — (24va,;—v 16

in and around the catchment. The potential evapotranspiraf’t = 2+v—vay (16)

tion input was based on daily values from a sine curve with ;, — 2 (17)
.. N . 2+v—vay’

minimum (O mmday~) in January and twice the average —05 18

(2x2=4mmday?) on 4 July. The calibration period lasted 3 = “>" (18)

from 1973 until 2001. The calibrated parameters are listed iret s = €xp(—1/K). (19)

Tablel. The recession constakt (h) equals the time in which the

flow is reduced during dry weather flow periods to a fraction
exp(—1) = 0.37 of its original dischargek can be quantified
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Fig. 3. Example of time series and selection of nearly independent peak flow values of the observed and simulated river flow series for the
year 2009 (top) and cumulative volume of observed and simulated total and base flow for the year 2009 (bottom).

as the average value of the inverse of the slope of the tangent

of In(Q) versus time. The second parameter(-) can be shoc _ 1

calibrated by visually optimizing the height of the subflow gc(x) =2~ (20)
during the recession periods in this grapMillems, 2009. ABC

The result of the baseflow separation on the time series of The value ofigc can vary between 0 and 1 and needs to

stream flow of the Bellebeek s sho_wn in F8y. be calibrated. For runoff dischargessc usually adopts a
From the flow series, also nearly independent peak and lOVY/alue around 0.25\@n Steenbergen and Willen2012 and

flows are gxtrapted in order to evaluatg the empirical EXréMqs taken fixed here. After BC transformation, model residu-
value distributions of these extreme high and low flows.

To select peak flows, the methodology\bfllems (2009 als have a constant standard deviation (STIgEady and a

. : . given mean residual error (Mfgeay. These are plotted in
z]nq[Van iteer_lbergenkand Wlllelnﬁ’s‘to(lja s US]?d.tT(: avm:l thi Fig. 4 based on lines deviating from the bisector line.
at small noise peaks are selected, in a nrst Step of IS 4 o qiryct the empirical extreme value distribution, em-

methodology, only peaks higher than a mini_mum peak heigh irical return periods for the peak flows are calculated based
are selected. Further, a peak can be considered nearly inde-

. . n the rank number of each peak flow after sorting of the
pendent from a consecutive peak when the length of its de y P W "9

ing limb q T i d the disch é)eak flows. For théth highest peak flow in a time series of
creasing imp exceeds a minimum time and the discharge, years, the return period of that event is given by

drops down between the peaks to a fraction lower than a

threshold fraction value of the peak flow. TG) = n 21)
A simulated peak flow is paired with an observed peak i

flow, if the simulated peak appears within a time window of

10 h around the observed peak, allowing small phase errors Based (_)n.this multi—criter_ia evaluation, a multi-obje_ctive
in the modeling results. Paired peak flows for the observedtt of statistics can be considered. The general equations for

and simulated stream flows are illustrated in FHig. these statistics are defined hereafter for a variable

In the scatter plots of observed versus simulated peak

n
flows (Fig. 4), the Box—Cox (BC) transformatiorBpx and (Xobsj — Xsim, j)z
Cox, 1964 is applied to both the observed and simulated gy g~ j=1 7 (22)
values in order to reach homoscedastic model residuals. In n
rainfall-runoff models, the model residual variance or stan- bijas= Xgps— Xsim, (23)

dard deviation typically increases with higher flow values.
By performing the transformation, equal weight is given to
the higher and lower peak flow values in the standard devi-
ation calculation. The BC transformation, when applied to a
variableX, is given by

Hydrol. Earth Syst. Sci., 17, 4525454Q 2013 www.hydrol-earth-syst-sci.net/17/4525/2013/
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Fig. 4. Example of scatter plot of simulated versus observed peak flows during independent quick flow periods after Box—Cox transformation
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what extent the use of a model with different ET estimates
will lead to worse results. This may seem evident, but in

i Xsim, j many cases ET inputs from different sources are used simul-
cB=|1—_absl 1— j=1 (24) taneously in rainfall-runoff models. It will be shown that us-
i Xoe s ’ ing different ET inputs as model forcing without recalibrat-
iz obs j ing the model can lead to a deterioration in the model results.
- 0 For this study, the model is validated for 4 yr of simula-
> (Xobsj — Xsim,j)2 tion (from 1 January 2007 through 31 December 2010). Sim-
NS— |1/t (25) ulations are initiated in January 2005, in order to initialize
i (Xob '_mz all model reservoirs. From February 2008 through Decem-
i s} 00sJ 008, ber 2010, LAS-based estimates of &ifare available to val-

idate the model for actual evapotranspiration. For this vali-

Concerning the river flow, the RMSE (root mean squaredation, point measurements of rainfall at the Liedekerke me-
error), bias, NS (Nash-Sutcliffe criterion), CB (cumulative teorological station are used and considered to be represen-
balance error) and difference in cumulative flow volume tative for the catchment-averaged rainfall. When comparing
(AcumQ) for the total flow as well as for the baseflow are simulation results to the discharge measurements, one should
used to evaluate model performance. For the peak flows, thReep in mind that there will always be discrepancies between
RMSE for the peak flows as well as the standard deviationthe catchment-averaged rainfall and the point measurement
(STDEVpeaw and the mean residual error (Mg of the of rainfall, which can result in sometimes overestimations
BC-transformed peak flows are used as evaluation tools. Alsand sometimes underestimations of the simulated discharge.
the RMSE of the low flows are considered.

In addition to this multi-criteria approach for the modeled 4.1 Other potential evapotranspiration inputs
river flow, the modeled actual evapotranspiration rates can . .
be validated based on the available actual evapotranspirdloore (2007 does not specify how the potential evapotran-
tion data. The considered statistics for f5Tevaluation are  SPiration input for the PDM should be calculated. As stated

RMSE and the difference in cumulative actual evapotranspiL€fore, for the calibration of the model, daily average val-
ration Acum ETact ues following a sinusoidal curve have been used as potential

evapotranspiration input (EEinug. As this potential evapo-
transpiration input cannot be considered catchment specific
and not having the temporal variability of the model output
daily averages versus hourly model time step), the calibrated
As the PDM of the Bellebeek catchment has been calibrategnggel will be validated with other more catchment specific
with the sinusoidal potential evapotranspiration input as deyotential evapotranspiration input with a temporal resolution
scribed above, the model performance of the PDM will be gccording to the model time step (hours).

evaluated for more detailed and catchment specific ET input.

In this study, no recalibration of the rainfall-runoff has been

performed because the objective of the study is assessing to

4 Effect of different ET inputs on model performance
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Various empirical evapotranspiration equations can beto ETp sinusand B pgaily AS stated byOudin et al.(20053,
used to estimate potential evapotranspiration. In accordancan under- (or over-) estimation of the fEinput, may yield
with Oudin et al.(20058, who studied the impact of the systematic errors on stream flow simulations.
degree of detail of potential evapotranspiration input on Figure 6b indeed illustrates that when using the under-
model performance of rainfall-runoff models, the Penmanestimated EJ input (ET, pwm), the resulting stream flow is
model Penman1948 is used to calculate hourly potential overestimated. This can be seen from the higher cumula-
evapo(transpi)ration based on hourly actual data from thdive volume of the stream flow compared to the volume of
Liedekerke meteorological station. the observed stream flow and the stream flow volume mod-

The Penman equation describes potential evaporatign (E eled with the other EJ inputs (ET sinusand B p daily. Us-
from an open water surface, while the PDM models the flowing ETp, pym also results in higher modeled peak flows, which
from a catchment. Therefore, it is more appropriate to usemore closely resemble the observed peaks, but which is only
a potential evapotranspiration equation for a vegetated landaused by a systematic higher modeled stream flow.
area where evaporation as well as transpiration of the catch- Oudin et al.(20053 introduced a scaling factor to elimi-
ment surface are considered. Following the recommendanate the systematic error (systematic difference) op\iih
tions of the FAO Allen et al, 1998, the Penman—Monteith the purpose to have exactly the same long-term mean ET
equation is ranked as the best method for all climatic condi-from ET, pm as the other EJinput(s).
tions. The Penman—-Monteith ETS defined as the reference For every time step, the rescaled EJpwm,rescale,jS calcu-
evapotranspiration or the rate of evapotranspiration from dated as
hypothetical reference crop with an assumed crop height of

n

0.12m, of fixed surface resistance of 70snand an albedo > ETppm;

of 0.23, closely resembling the evapotranspiration from an T _|i=t Eb: (26)
extensive surface of green grass of uniform height, actively P *hescals: z PP

growing, completely shading the ground and with adequate El p.Pi

water @llen et al, 1998. As such, hourly Penman—Monteith
ETp values are calculated based on the hourly actual data n . ,
from the Liedekerke meteorological station as input for theWhere ElETpvPM»" is the years sum of the Penman-
PDM of the Bellebeek catchment. o n _

In order to evaluate the effect of the temporal resolutionMonteith ET, and > Ep p; is the year's sum of the Penman

of the evapotranspiration input, also daily, monthly and an-g_. =

nual averages of potential evapotranspiration calculated with Thig rescaling of the EJinput has been implemented for
the Penman (§p) and Penman—Monteith (f5bw) €quations  the hourly ET, pw input using the long-term (yearly) g
are calculated and distributed hourly so that they can be usegy|,es. The cumulative values for the rescaleg B input

as evapotranspiration input (in mm¥) for the Bellebeek  are added in Figs and the model performance statistics can
PDM, which is run with a time step of 1 h. be found in the last column of Tab% The model performs

In Fig. 5, the different potential evapotranspiration inputs equally well using the rescaled E#v input compared to the
are illustrated for the year 2007 as well as the cumulative ETodel results with Ef sinusOr Ep,p as model input.

volumes for the validation period (2007-2010). Nash criteria are in accordance wiludin et al.(20053
within a less than 5 % difference and confirm the findings of
4.2 1s model performance influenced by different Oudin et al.(20053 for the PDM: the rainfall-runoff model
ETp input? is slightly sensitive to different Efinputs under the condi-

) o o tion that the long-term mean ETs similar for the different
Table2 shows all considered statistics describing the modeIETIO formulae to have no under- or overestimation of&dr

performance using different ETinputs. As the model has  he model.

been calibrated using EEinus Which are daily values for If not, there can be a systematic error in the,E¥put, with
ET input, results of the other ET approaches (Penman and consequent poor model performance. If no rescaling of the
Penman—Monteith) are in first instance compared for dallyETp input is performed, the rainfall-runoff model should be

averages (kp dailyand Ep,pm daily)- _ recalibrated for the non-rescaled gifiput.
The table shows that the model performs (approximately)

equally well using the sinus approach (fshud Or Penman’s 4.3 |s the temporal resolution of ET, input an issue in

equation (i pdaiy). When using the Penman—Monteith ap- river flow prediction from the PDM?

proach (E,pm,daily), the general and minima statistics show

poorer results, while the peak and fistatistics are better. At first sight, it would be obvious that a more accurate
From the cumulative volumes shown in Flg.it is clear ~ evaporative demand input (e.g., daily F\falues instead of

that the ET, pm approach for Ef calculation results inan un-  monthly mean Ef values) should have a positive impact on

derestimation of the potential evapotranspiration comparedhe catchment water balance simulations of a rainfall-runoff
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Fig. 5. Different ETp approaches as input for the PDM (illustrated for the year 2007) compared to fy@.gd Example of a yearly EJ
cycle (2007) for the different temporal resolutidfas b, ¢, d)and cumulative evapotranspiration for the different temporal resoluf@rfs

g, h).

model. However, in earlier studies, no clear differences in  Secondly, from the evaluation of the actual evapotranspi-
model performance have been seen when using a more deation, it can be seen that the RMSE increases when dalily,
tailed, temporally varying EJinput compared to e.g., an av- monthly or yearly averages of ETare used as model in-
erage monthly estimate of ETOudin et al, 20058). put. So, even though the stream flow simulation does not
From a systematic test over a large catchment sample (308nhange significantly with a less detailed Fhput (daily or
catchments in Australia, France and US) and using four dif-monthly average instead of hourly T the model perfor-
ferent rainfall-runoff model€Qudin et al (20050 concluded = mance decreases in its simulation of the actual evapotranspi-
that insensitivity to temporally varying B data is a substan-  ration because the model is not able to simulate the diurnal
tial characteristic of rainfall-runoff models. cycle of the actual evapotranspiration (as estimated from the
The model performance statistics, e.g., the different timeLAS data) when less detailed ETs used as model forcing.
step sizes of fpin Table2, for the PDM of the Bellebeek These results are an addition to the result®aflin et al.
confirm in first instance the findings @fudin et al.(20058: (2005h.
the resulting stream flow of the PDM does not significantly ~ Firstly, it is a confirmation for an even more detailed,ET
change with more or less detailed F&nput. input in comparison to earlier studies, as the PDM runs at a
However, two additional findings can be seen. Firstly, thetime step of 1 h using hourly ETinputs (instead of model
use of the yearly average of ETesults in a considerable time steps and thus model input of 1 day as applie®bgin
decrease of all model performance statistics compared tet al, 20058. Secondly, the rainfall-runoff model seems to
the performance statistics from simulations with a detailedbe insensitive to more or less detailedHiiput, unless there
hourly ETp input (or daily or monthly averages of gl is no seasonal cycle present in theHiput as is the case for

Hydrol. Earth Syst. Sci., 17, 4525454Q 2013 www.hydrol-earth-syst-sci.net/17/4525/2013/
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Fig. 6. (a)Observed and modeled stream flow using Eihus Ep,pand ETy pmas ETy input for the PDM(b) Cumulative stream flow using
the different ET inputs.(c) Peak flow values using the different Einputs.

the yearly average values of ETFinally, the insensitivity of  availability of ET,ct provides the possibility to simplify the
the rainfall-runoff model causes an erroneous simulation ofPDM by omitting the calculation from Elto ETyct (EQ. 5)
the actual evapotranspiration for the catchment. and the according parametegr.

Thus, the finding 0Oudin et al (2005 that model perfor- Although the continuity of thefd series from the LAS
mance does not improve when using a more detailed evapdias been extensively studied and improved as described in
transpiration input should be differentiated into two aspects.Sect.2, no full continuous time series @¢f and hence EJ.

A rainfall-runoff model seems to be insensitive to a more could be obtained from LAS data, which is required by the
or less detailed EJinput, unless there is no seasonal cycle PDM. In order to overcome this problem, two approaches
present in the EJinput (as is e.g., the case for the yearly have been followed, and the respective model performances
average values of BJ, and inner state variables such as the of both approaches have been calculated.

actual evapotranspiration are better simulated when more de- In the first approach, the PDM is used with f&ffrom
tailed ETp values are used as model forcing. LAS data if these are available, while for time steps when no
ETactfrom the LAS is available, potential evapotranspiration
was used and actual evapotranspiration is calculated based
on the soil moisture conteisy through Eq. §). As potential
evapotranspiration estimates, four types of,Efe used in
different model runs: EJsinus hourly & p, and ET, pm and
rescaled hourly EJpwm.

As described in Sect2, estimates of the catchment's ac- Comparing the _model perfor_mance statistics of the four
tual evapotranspiration are made from measurements of thB10del runs for this approach in Tab&to the results of
catchment's sensible heat flux from the large aperture scin0del performance using the respective foup Ealues as
tillometer and converted to evapotranspiration estimates usinPut (Table2), itis clear that PDM performs worse with this
ing the energy balance approach with values of AE from thecombination of Efctand ET, as model input: all flow statis-
Liedekerke ground station upscaled to catchment averages §icS (general, peak as well as low flow statistics) decreased
AE. compared to Tablg.

These estimates of the catchment’s actual evapotranspi- 10 assess if the cause for this decline in model perfor-
ration can be used as model forcing for the PDM model™Mance is due to the combination of &fwith ETp as model

instead of potential evapotranspiration input. As such, theforcing for the PDM, a second approach is used. The second

5 Impact of actual evapotranspiration input on model
performance

5.1 Model performance based on Ej;

www.hydrol-earth-syst-sci.net/17/4525/2013/ Hydrol. Earth Syst. Sci., 17, 45264Q 2013
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Fig. 7. Observed and modeled stream flow usingpton the one hand and both approaches of&Tas on the other hand as ET input for
the PDM(a). Cumulative stream flow using the different ET inp(lt}. Peak flow values using the different ET inp(ts

Table 3. Statistics of the model performance usingsgfs model forcing.

Approach 1 Approach 2
ETactLas  ETactlLAs ETactLAS ETactias  ETactlLas
+ETpsinus  + Ep,phourly + ETp,PM,hourly, rescale + ETp,PM,hourly ~ completed
StatisticsQtot RMSE (mm) 0.582 0.597 0.596 0.696 0.996
bias (mm) 0.234 0.239 0.245 0.384 0.647
NS ) 0.518 0.493 0.495 0.311 —0.409
CB =) 0.656 0.649 0.641 0.435 0.049
Acum Otot (mm) —-8074 —8248 —8446 —13270 —22346
Acum Obase (mm) —7393 —7337 ~7426 —10394 —15007
StatisticsQpeak  RMSE (peak) (Ms 1 1.965 1.981 1.958 1.945 2.599
ME Qpeak  (BCmis1) -0.303 -0.285 ~0.276 —0.067 0.287
STDEVQpeak (BC m3s1) 0.611 0.634 0.635 0.601 0.636
StatisticsQiow ~ RMSE (Qow) (m3s1 0.203 0.217 0.216 0.283 0.415

approach consists of completing the series offeffom the  time steps where ETis used, partly correct the erroneous
LAS by estimating EJ¢ from potential evapotranspiration results obtained during the time steps where the model is us-
data using monthly regressions betweggr (Penman ap-  ing the actual evapotranspiration input derived from the LAS
proach) and available E§ from the LAS approach as given data.
in Table4.

Using this completed Ef; series results in an even worse 5.2 The decline in model performance using Edct
performance of the PDM (Tabl®). Thus, the use of actual

evapotranspiration in combination with potential evapotran-"""", S
spiration on the time steps when no &flis available (Ap- tential evapotranspiration on the one hand and based on

proach 1) results in better flow simulations than using only &ctual évapotranspirationinput on the other hand, itis clear
ETactvalues based on the monthly regressions betweeg ET that using actual evapotranspiration as input for PDM affects

and E,p (Approach 2). This means that in approach 1, the the simulated stream flow.

From the comparison of the model performance based on po-
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Table 4. Statistics of the monthly regressions between hourlydgffom the LAS approachs(axis) andEp p (y axis).

Month Mean (l%,p) Mean (EBct,LAS) Slope Intercept R RMSE N NS
(mmh1) mmbh ) @ @@mrh) ) (mmrl) () S
1 0.021 —0.005 0.030 —0.006 0.044 0.050 679 —0.956
2 0.034 —0.008 0.089 —0.011 0.192 0.071 1164 —0.558
3 0.077 0.004 0.234 —0.014 0.651 0.117 1877 —0.080
4 0.109 0.030 0.415 —-0.015 0.877 0.131 1607 0.378
5 0.148 0.078 0.677 —0.023 0.957 0.107 1153 0.740
6 0.171 0.095 0.646 —0.016 0.892 0.131 921 0.648
7 0.162 0.099 0.716 —0.017 0.940 0.104 1884 0.767
8 0.145 0.081 0.717 —0.023 0.957 0.098 1396 0.779
9 0.092 0.036 0.643 —0.023 0.921 0.086 1306 0.656
10 0.049 0.003 0.318 —-0.013 0.676 0.087 1899 0.179
11 0.034 —0.011 0.155 —-0.017 0.381 0.068 1233 —0.527
12 0.015 —0.009 0.033 —0.010 0.036 0.045 1404 —1.483
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In Fig. 7, time series, cumulative stream flow volume and
peak discharges from simulations usingpEhd ET,ct (both

as PDM input on the other hand. The yearly volumes of ac-
tual evapotranspiration and stream flow are also given in Ta-
ble 5.

In this figure and table, it can be seen that the (cumulative)
volume of the actual evapotranspiration as modeled by PDM
using the potential Epinput is higher than the actual evapo-
transpiration from both Ex as approaches, while the vol-
ume of stream flow is higher using the latterdg]i asinputs.

From the model description in Se@tl, it is clear that the
PDM closes the water balance.

Considering the closed water balance, it is evident that
with the given precipitation, lower estimates of &iresult
in higher simulated stream flow@ and vice versa.

Therefore, to be able to use the actual evapotranspiration
estimates as model forcing for the PDM, the estimategtET

approaches) are compared to the observed stream flows in thehould close the water balance with the observed Pr@nd
Bellebeek catchment. From this figure, it is clear that higherFrom the cumulative volumes of the observed difference be-

stream flows are simulated using theds [ asapproaches as
ET input for the PDM.

tween precipitation and stream flai®r— Q)ops and the cu-
mulative series of EJ;tbased on the LAS data using the two

Figure8 shows the monthly sums and cumulative volumesapproaches (Figzb), it is clear that the estimates of Ef

of the actual evapotranspiration from simulations using ET
on the one hand and both approaches for the use gf Eds

www.hydrol-earth-syst-sci.net/17/4525/2013/

are too low to close the water balance. As such, the series of
ETact are not suitable for a stream flow simulation with the
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Table 5. Yearly volumes of observed precipitation (Pr) and stream ET,¢tvalues of the calibrated PDM. For those months, the es-
flow (Qobg) together with yearly sums of actual evapotranspiration timated actual evapotranspiration is significantly lower than
(ETacy and simulated stream flowQsim) from PDM simulations  the potential evapotranspiration as the soil moisture is de-
using the potentiakp p input and both approaches for the use of pleted and the evapotranspiration process is limited by the

ETactLAs available soil moisture.
For the other (wetter) months, the opposite is expected:
Year 2008 2009 2010 the actual evapotranspiration is not limited by the soil mois-
Pr (mm) 748 681 764 ture content due to decreased radiation, and evapotranspi-
Qobs(mm) 241 179 246 ration occurs at the potential rate. This can be seen for the

PDM simulated E7¢ in Fig. 9. However, the EJ¢ based

PDM simulation using B on LAS data for those months generally underestimate the

ETact(mm) 533 456 441 ETact as simulated with the PDM. In autumn, winter and
Osim(mm) 260 192 273 (early) spring, the actual evapotranspiration estimates from
PDM simulation using E;  as— Approach 1 LAS data are very low gnq in many cases neggtive. Even
though the evapotranspiration rates can be considered very
ET’C_‘Ct (mm) 389 355 385 low in those months (also the potential evapotranspiration is
Osim (mm) 356 308 340 very low) and the absolute values do not differ much, the con-
PDM simulation using E¢t | as— Approach 2 sistent underestimation of Bg;by the LAS approach causes
ETacc(mm) 254 298 260 ;conswer?hble_ﬁ?derestlmadte of the LOtfll volume cchﬂgrt
Ocm(mm) 532 388 448 ose months. The proposed energy balance approach to con-

vert the scintilometer measured sensible heat flux into evap-
otranspiration rates is highly influenced by uncertainties in
all terms of the energy balance in winter months. The total
PDM (or any other rainfall-runoff model) and a recalibration underestimate of the actual evapotranspiration based on the
of the PDM based on the Ed; cannot solve this problem. LAS data in winter months, causes a closure error in the wa-
From this, it can be concluded that the actual evapotranspiter balance. As such, for these months, the actual evapotran-
ration is a crucial factor in simulating the catchment’s water spiration from the LAS cannot be used as model forcing for
balance and the (volume of the) resulting stream flow with arainfall-runoff modeling.
rainfall-runoff model. Also, the regressions between potential evapotranspiration
By using potential evapotranspiration as model forcing,and actual evapotranspiration from LAS data in Tabler
this problem is bypassed, as the volume of the stream flovihe winter months are an indication that the proposed LAS
can be adjusted by “tuning” (calibrating) the calculation of methodology does not succeed in a proper estimation of ac-
actual evapotranspiration from the potential evapotranspiratual evapotranspiration in those months. Using these regres-
tion input as to close the water balance for the measured Psions to make continuous series of &l(as is proposed in

andQ. the second approach) as model forcing, explains the worse
model performance as compared to the first approach where
5.3 Inverting ET 5t from LAS data ETactis calculated from Ep when no ET values from the

LAS methodology were available.

To build more realistic rainfall-runoff models, good (bet-
ter) estimates of the actual catchment evapotranspiration are
necessary. In order to explore the shortcomings of the de6 Summary and conclusions
scribed methodology of Eif; estimation from LAS data, the
daily values of the estimated Eg from the LAS are com- In this paper, the performance of the calibrated lumped
pared to the daily values of the PDM-simulated g Tus- rainfall-runoff model for the Bellebeek catchment has been
ing hourly Ep p as model forcing. For the LAS approach, evaluated for different evapotranspiration inputs. The effect
only days are considered where 24 hourly values are availef different potential and actual evapotranspiration inputs of
able. In Fig.9, time series of E.; from the LAS approach stream flow simulations has been assessed.
are shown together with PDM results of ifand ETyct es- A first conclusion is that when applying a calibrated
timates from the remote sensing based surface energy batainfall-runoff model, the model input should be consistent
ance algorithm, ETLook model, as describe@amain etal.  with the input used for the calibration process. Regarding
(20128. Monthly scatterplots are shown in Fi0. the evapotranspiration input, it means that the long-term ET

From May to August, the estimates of fbased on LAS  should be equal to the long-term Eilised for calibration.
data and the energy balance approach can be considered toSecondly, as a confirmation of earlier studies, it is shown
be realistic as they are consistent with the actual evapotranthat a rainfall-runoff model as the PDM is relatively insen-
spiration estimates from ETLook and also with the simulatedsitive for detailed Ef input. Furthermore, it is important to

Hydrol. Earth Syst. Sci., 17, 4525454Q 2013 www.hydrol-earth-syst-sci.net/17/4525/2013/
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Fig. 10.Monthly scatterplots of the daily values of estimatechiTrom the LAS compared with daily values of simulatedgsfwith PDM
based on Fp.

notice that the EJ input must have a correct seasonal pat- contrary, when using actual evapotranspiration inputs, there
tern, which is shown by a decline in model performanceis no means to force the water balance to close and the stream
when using yearly averages of ETA second addition to  flow simulation is highly dependent on correct and represen-
earlier studies, is the fact that when using less detailegl ET tative input data of rainfall and evapotranspiration. As such,
input as model input (e.g., daily ETnstead of hourly E}), a recalibration of the model is based on data that are not able
the inner state variables possibly do not match the detailedo close the water balance, and cannot help to improve the
course of the corresponding physical variable, which hasmodel performance.
been shown by the decrease of model performance for actual Regarding the actual evapotranspiration estimates from the
evapotranspiration. LAS, it has been concluded that they can be considered re-
Finally, using actual evapotranspiration estimates for thealistic in summer months, but are doubtful in the months
catchment as model forcing for the calibrated rainfall-runoff where stable conditions prevail (autumn, winter and (early)
model does not automatically result in better stream flowspring). Although the absolute values of the actual evapo-
simulation. As the actual evapotranspiration underestimategranspiration at the hourly time step are only slightly under-
the simulated actual evapotranspiration from the calibratedestimated, the total volume of the actual evapotranspiration
model, this model forcing causes poor stream flow simula-over longer time frames (day, month, year) is considerably
tions. It has been concluded that the actual evapotranspirainderestimated and causes a closure error in the water bal-
tion is a crucial factor in simulating the catchment’s water ance. Therefore, further research is required to correct and
balance and the (volume of the) resulting stream flow. validate the actual evapotranspiration for these months be-
Using potential evapotranspiration as model forcing pro-fore they can be used in water balance or hydrologic model
vides the opportunity to “tune” the model so that evapotran-studies.
spiration is used to properly close the water balance. On the
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