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Abstract. This paper investigates the structural difference in1 Introduction

timing of the diurnal temperature cycle (DTC) over land re-

sulting from choice of measuring device or model frame- . .

work. It is shown that the timing can be reliably estimated In recent decades, .Earth observgtlon by satelite has'pro—
from temporally sparse observations acquired from aconstel,gressed from ex::)erl;ntint?: tg rtl)ut!nel met?ods forl mgnlltzor-
lation of low Earth-orbiting satellites given record lengths of INg many aspects of the hydrological cycle over fand. or
at least three months. Based on a year of data, the Spaﬁg‘xample, cloud water and precipitation from satellite sensors
patterns of mean DTC timing are compared between tempet”?‘re how routinely ingested inta numerlcgl we_ather predic-
ature estimates from microwave Ka-band, geostationary thertion (NWP) models Baugr et al. 20_1])'.80" mmstgre ob-
mal infrared (TIR), and numerical weather prediction model servations are at the point of entering into operational NWP

output from the Global Modeling and Assimilation Office assimilation schemesRpsnay et a).2011). Indirect obser-

(GMAOQ). Itis found that the spatial patterns can be explainedvatio_nS _Of the evaporative fluxes are how informing drought
by vegetation effects, sensing depth differences and mor&'onitoring (An(_jelrson et aJ.ZOill I-_|a|n .et ?I’ 2]91])' T](.)Wl'. .
speculatively the orientation of orographic relief features. InEVer, one crucial parameter that is missing rom this list Is
absolute terms, the GMAO model puts the peak of the DTCIand surface temperature (LST). Even though it has been rou-
on average at 1'2.50 local solar time. 23 min before TIR Withtinely measured since the first Earth observation satellites,
a peak temperature at 13:13 (both zllveraged over Africa an&nd physically based retrieval_ schemes for t_he above param-
Europe). Since TIR is the shallowest observation of the lancters must account for LST in some way, it has yet to be

surface, this small difference represents a structural errortha%uccessfully exploited as a stand-alone input to NWP mod-

possibly affects the model’s ability to assimilate observationsels' This is striking since LST is tightly linked (even more so

that are closely tied to the DTC. The equivalent average tim-than soil moisture) to land—atmosphere fluxes that are a pri-

ing for Ka-band is 13:44, which is influenced by the effect of mary prgdiction goal for land models within NWP systems
increased sensing depth in desert areas. For non-desert are&%os'lov'(:h etal, 2007).

the Ka-band observations lag the TIR observations by only. The utilization of LST observations for hy(_jrological stud-
15 min, which is in agreement with their respective theoret-'S 1S hampered by the fact that the relationship between

ical sensing depth. The results of this comparison proVidedlfferent model and remote-sensing-based estimates of LST

insights into the structural differences between temperatur@re_ poorly ur_lderstood. This is because_temperature is highly
variable in time and space (both vertically and laterally).

measurements and models, and can be used as a first step 10 : . )
account for these differences in a coherent way. While, for example, soil .m0|sture. can be assume.d diurnally
stable, and an observation at midnight can readily be com-
pared to another at 6 a.nRPgrinussa et gl2012), it is obvi-
ous that no such assumption would hold for LST. The vari-
ability with depth is a problem when comparing temper-
ature observations from different measurement techniques

that have different (and uncertain) sensing depths (and/or
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models which utilize different soil layers and/or soil thermal sors will be greatly enhanced by the constellation of satel-
capacities). This variability with depth together with a high lites launched under the auspices of the Global Precipita-
spatial variability poses a challenge for the in situ valida- tion Measurement missiorstith et al, 2007). In this pa-

tion of LST, even though thermal infrared (TIR) measuring per we determing of NWP surface temperature estimates
techniques can have high spatial resolutions (up to 1 km fowith an hourly output interval as provided by NASA's Global
global MODIS products for example). The resulting uncer- Modeling and Assimilation Office (GMAO). We compare
tainty regarding LST error characteristics is especially prob-this to the¢ as determined from an inter-calibrated record
lematic when time-varying structural errors go undetected.of Ka-band brightness temperatures from five satellite plat-
For remotely sensed LST estimates the bias may depentbrms. As a third independent data source, we use thermal in-
on emissivity, viewing angle, atmospheric opacity or sens-frared (TIR) LST retrievals from the geostationary Meteosat-
ing depth. In NWP models structural errors in LST may 9 satellite (centered at a longitude df)0covering Europe

be introduced through the parameterization of the heat caand Africa.

pacity, layer depth or estimation of surface energy balance When considered as group, these three sources (i.e., NWP-
components. In previous attempts at assimilation of tem-based, microwave-based and TIR-based) all provide inde-
perature observations into land surface modBiss{lovich pendent information regarding LST and can theoretically be
et al, 2007 Reichle et al.2010, time-varying bias was ad- integrated together (via e.g. the assimilation of TIR and mi-
dressed through rescaling of observations to match the aut@rowave LST observations into the NWP model) or used to
correlation and/or diurnal LST properties of models. While improve physical retrievals methods for ET and soil mois-
this may be the preferred strategy in a data assimilation apture which require ancillary LST information. However, be-
proach where the physics of the model has to be preservedore these overarching goals can be accomplished, system-
it squanders the opportunity to correct structural errors inatic differences between these LST data sets — particularly as
the surface energy balance via comparison to satellite LSThey relate t@ — must be understood. This will not only sup-
observations. This represents a missed opportunity becaugmort efforts to combine temperature from different sources,
NWP centers are known to have diurnal biases in high-valuebut may also help to better tailor a given temperature set to
predictions like precipitationdai and Trenberthi2004). its function within physical retrieval models. For soil mois-

In a comparison of temperature output from three differentture remote sensing it may help to better adjust the temper-
NWP models with in situ measurements, the depth differenceature measurement to the sensing depth of the band that is
between model and measurements could be resolved by comctually used for the soil moisture retrieval. For precipita-
sidering the timing, or phasep) of the diurnal temperature tion, it may help efforts to improve the estimation of back-
cycle (DTC) Holmes et al.2012. It was shown that based ground emissivity $tephens and Kummergw007). And
on the annual average difference betwgeari measurements finally, a proper reconciliation of thermal and microwave-
from different depths, the effect of 5cm depth difference based temperature may improve evaporation retrievals, such
could accurately be corrected for. The logic behind this isas the Atmosphere-Land Exchange Inverse model (ALEXI;
that the difference in timing between two measurement orAnderson et a).1997), that currently depend on suboptimal
model systems represents the integrated effect of both depthap-filling when clouds prevent TIR observations.
difference and soil thermal properties. This timing difference In preparation for a global merging of temperature data,
is then assumed to be accompanied by an exponential chandleis paper presents a global analysis of difference in DTC
in amplitude according to heat flow principlegaf Wijk and  timing between Ka-band temperature estimates, TIR-based
de Vries 1963. temperature estimates and NWP model output. The results

Determiningg is relatively straightforward when the sam- of this comparison provide insights into diurnal differences
pling frequency is much higher than the daily harmonic beingbetween temperature measurements and models, and can be
sampled. This is true for NWP models, and also for obser-used as a first step to account for them in a coherent way.
vations from geostationary satellites. However, for a single
satellite in low Earth orbit the sampling frequency at any lo-
cation is much lower: 1-2 observations per day (depending €0y
on the swath width). For such satellites we need to combin
the observations from multiple platforms in order to reliably
estimatep. This was shown irHolmes et al(2013, where
vertical polarized Ka-band observations from four platforms

were combined before determining the Ka-bgndrhat pa- this local definition eliminates any longitudinal dependency

per showed that Ka-band observations can be used to ©But also the smaller effect of variations in day length through-
hance NWP temperature output, but only if the temperature yleng 9

. L o . out the year. Accordingly, all times denoted here are given in
series are properly reconciled in terms of timing, amplitude,

and minimum of the diurnal temperature cycle. In the nearIOCaI solar time.
future, the potential sampling of the DTC by Ka-band sen-

®r'he time between solar noon and the time of the daily maxi-
mum is here referred to as the phase of the D@)ahd mea-
sured in hours. Because solar noon is the time of day when
the sun is at its highest point in the sky for a given location,
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45 ' ' ‘ thermal properties of the soil:
e S T(z=0.,dry)
Ml ----- T(z=2s,dry) || 5
K . Teﬁ(dry) D = a ’ (1)
T(z=zs,wet) 21 f
T plwet) I

wherea is the thermal diffusivity (Mis™1) and f is the fre-

quency (s1) of the harmonic. For a dry soili(= 0.15¢5)

Eqg. (@) yields an estimate afp = 6.5cm. Estimates of the

temperature sensing deptfz) of 1 mm for a wet soil to 1 cm

for a dry soil are given itJlaby et al.(1986. The difference

in zs for microwave Ka-band emission between a dry sandy

6 & 10 12 14 16 18 20 22 24 soil and a wet soil is therefore about 9 mm. Dividing this by
Hour the dry soilzp of 6.5 cm equates to a 3 h 36 min shiftgrbe-

Fig. 1. Simulation of effective temperature for Ka-band emission tween the sail layers at the lower ends of these sensing depths

for a dry (Te(dry)) and a wet soillsr(web). Assuming the shal- _(d¢_z). Because the shal_lovyer soil depths weigh more _heav—

low and deep layers are weighted equallyig(dry), the resulting ily In_the measured emission, and they have larger diurnal

effective phase difference 4l is 54 min, about a fourth of the dif- amplitudes, they affect the timing of the DTC more strongly.

ference (¢z) between the temperatures at their respective dampingl herefore, the shift in phase &3l of actual measured Ka-

depths { = zs). band emission, originating from the entire soil profile, is es-
timated as @z/4, or 54 min (see Figl). Observational evi-
dence of this @ will be discussed in Sech.

For a surface temperature measurement, the avepage
should be directly related to the incoming radiation, with

a delay (damping) that is a function of the heat capacity of|n this study we compare three independent land tempera-
the soil or vegetation layer over the measurement depth Ofyre measurements, two from satellite measurements and one
the sensor. When comparing two temperature measuremenfzsed on a global NWP model. The satellite observations in-
with the same spatial extent, the measurement depth will degjyde a number of Ka-band sensors with global coverage and
termine the level of damping of the diurnal temperature cycleT|R measurements from a geostationary satellite. All sets are
(Van Wijk and de Vries1963 and the measurement with the ayailable for the full year 2009 and are described below.
earliest peak will represent the shallowest layer. TIR mea-

surements have a sensing depth of about 50 um, providing.1 Satellite Ka-band brightness temperature

the shallowest practical measurement of LST. The timing of

the maximum TIR temperature is typically reported betweenObservations of vertical polarized Ka-band (37 GHz) bright-
60 and 90 min after solar noo@loudhury et aJ 1987 Betts  ness temperaturefga‘ V) are available from several satel-
and Bal| 1995 Fiebrich et al. 2003. Ka-band microwave lites. For 2009 we acquired observations from the Advanced
emission has been shown to be a plausible alternative to TIRMicrowave Scanning Radiometer on EOS (AMSR-E), the
measurements, with much higher tolerance for clouds buSpecial Sensor Microwave and Imager (SSM/I) and the Trop-
a limited spatial resolutionHolmes et al.2009. The sens- ical Rainfall Measurement Mission (TRMM) Microwave Im-
ing depth for Ka-band microwave emission, with a frequencyager (TMI), and Coriolus-WindSat. Detailed sensor specifi-
of 37 GHz, is slightly deeper than TIR and varies with soil cations are listed in Table The coverage of all polar orbit-
moisture. For most land surfaces it is assumed to be arounihg satellites is global, whereas the equatorial orbit of TMI
1 mm. Accordingly, thep derived from Ka-band emission is extends from 38N to 38 S. Each sensor has a different
expected to be slightly behind that observed using TIR. Onlyspatial resolution, and the location of the center of the foot-
in very dry areas with no vegetation is the Ka-band sensingorint and its azimuth orientation varies between consecutive
depth potentially much deeper, on the order of crivkaby overpasses. To combine these observations, they are binned
et al, 1986, and thep of Ka-band can be further delayed. To to a 0.28 regular global grid. This resolution was chosen
illustrate the difference FidL simulates the effect of sensing based on the satellite with the coarsest resolution (SSM/I; see
depth on Ka-bang for a wet and a dry soil. The damping Tablel). The value for each grid cell is the mean of all ob-
of the temperature harmonic with a period of a day can beservations with a footprint center within the boundaries of the
described by a phase shiftgfproportional to the vertical cell. The inter-calibration of these five instruments makes use
distance (d) divided by the damping depthaf). The damp-  of the precessing nature of TRMM'’s equatorial orbit. This
ing depth is defined as the dver which the amplitude of orbit was designed to sample the diurnal variation of tropical
the harmonic is reduced by 63 %, and is an expression of theainfall and results in regular overlap with all polar orbiting

3 Materials
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Table 1. Specifications of satellite sensors providing Ka-band microwave observations used for land surface temperature estimation.

Sensor SSM/I TM™I AMSR-E WindSat

Satellite DMSP F13,F15 TRMM Aqua Coriolus

Orbit Polar Equatorial Polar Polar

Equatorial overpass 6:00-22:00 Variable 01:30/13:30  6:00/18:00
Operational 1987—present 1997-present 2002-2011  2003-present
Accuracy (K) 0.4 0.5 0.7 0.5

Spatial resolution (km) 33 10 12 12
Over-sampling in 0.25grid 1 6 8 8

satellites, allowing for an inter-calibration of the satellites as 305

described irHolmes et al(2013. s00)
Lt . Ka,V :

Within the microwave spectruniz™ " is the most appro-

o . . L 7TKa,V
priate frequency to retrieve LST as it balances a reduced ser ** ASRE
sitivity to soil surface characteristics with a relatively high 20} o1

+ x & 0 %

atmospheric transmissivitCplwell et al, 1983. In Holmes

et al.(2009 it was further shown that an assumption of a con-
stant land surface emissivity can be used to obtain LST esti %[
mates from Ka-band with relatively high sensitivity, if notab- 275}
solute accuracy. For the purpose of this paper no conversio
to physical temperature is needed since only the timing of
the DTC is analyzed here, not its amplitude. This means tha #** gg/1s09 09/19/09 09720108
for this paper the assumption of constant emissivity needs _ _
only to hold over the course of the day, because there is n&'9- 2- Three days of diurnal cycles dfa, Tnwp. and 7ig in
effect of absolute bias in LST on the analysis. Still, the lin- SEPtember 2009. All variables are explained in Sécgolid lines
ear relationship between Ka-band and LST does potentiallyrepresem the fitted DTC, as described in Séct.
break down under frozen soil conditions or during precipita-
tion events. This leads to the formulation of twg Sonditions 0.67 longitude, and with a 6-hourly analysis cycle. Two-
for the Ka-band data. To avoid frost conditiof§™ * must _ dimensional diagnostics describing the radiative and physical
be above 260K, a rough estimate of the Ka-band freezingsiate of the surface are available as hourly averages.

point determined irHolmes et al(2009. The spatial stan- Surface processes in MERRA are based on the NASA

dard de.‘viation. of all Ka—banq o.bservations within a 0.25 de-c4tchment land surface modelcharne et al200Q Koster
gree grid box is used as an indicator for measurement uncefs; g4 2000. Each MERRA grid cell contains several irreg-

H . Ka,V ; H H inita. . o .. .
tainty; above-normad is attributed to active precipita- a1y shaped tiles, and each tile is further divided into sub-

tion (HoImeKs evt al.2013. The second condition is thevre_fore tiles based on their modeled hydrological state: saturated, un-
based orv™® ¥ a gridbox average is rejected "f(a' IS saturated, and wilting. The surface temperature of a grid cell
more than 1 K above the annual mean for that grid box. Theg gptained by area-weighted averaging of the surface tem-
Ka-band temperature set is referred to in the following asperatyres of all sub-tiles within the grid cell. The sub-tile sur-
Tka. An example of the resulting sampling of the combined ¢, ¢ temperatures are prognostic variables of the model and
Tka is given in Fig.2 for three days in September 2009. In rgpresent a bulk surface layer with a small but finite heat ca-
the same graph the NWP and infrared resource are shownyacity For all vegetation classes except broadleaf evergreen
they are described below. trees, this bulk surface layer represents the vegetation canopy

and a surface layer at the top of the soil column (effective

layer depth< 1 mm).

In this study we analyzed the gridded surface temperatures

Myver land, oiTywp. The data was regridded onto a 0228g-

ular grid by means of bilinear interpolation, and the hourly

i output was temporally interpolated to a 15 min temporal res-
gmao.gsfc.nasa.gov/research/mgReenecker et al.2011). olution. Figure2 gives an example ofywp at the original

MERRA products are generated using Version 5.2.0 of theh | Ut
GEOS-5 DAS (Goddard Earth Observing System (GEOS) CU"Y fesolution.
Data Assimilation System (DAS)) with the analysis and
model output both at a spatial resolution of Olatitude by

WindSat
T™I
Thowp
MERRA
Tr
MSG-9

¥ 285

270

3.2 NWP surface temperature
The modeled temperature data set was acquired fro

NASAs GMAO and their Modern Era Retrospective-
analysis for Research and Applications (MERRA}tg:/
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Fig. 3. Main characteristics of the diurnal temperature cycle and the

definition of the phase of the DTG, Fig. 4. Effect of sparse temporal sampling (&ka observation

times) on retrieval of.

33 Geostationary thermal-infrared-based LST cooling limb of the DTC and allows for better leveraging of

d observations at all times. In addition, it yields an estimate of
F & that can be more readily interpreted as the time lag be-
" tween solar noon and peak temperature. The DTC model
by Goéttsche and Olesef200]) was originally intended as

TIR-based LST Tjr) is an operational product of the Lan
Surface Analysis—Satellite Applications Facility (LSA-SA
seehttp://landsaf.meteo.ptlt is generated using the split-

window channels (10.8 and 12.0 um) of the Spinning En-—~_ .
hanced Visible and InfraRed Imager (SEVIRI) on board the & five-parameter model, but a subsequent addition to param-
eterize total (atmospheric) optical depth increased this to six

geostationary Meteosat second-generation (MSG) satellite; "~ )
therefore a high temporal resolution (15 min) of the data is(GOttSChe and Oleser2009. A recent comparison paper

possible Kabsch et al.2008 Trigo et al, 2011, (Duan et al. 2012 discussed several variants of the DTC

These LST data are provided on a 3km equal-area gridm0de| byGottsche and Olese(2001) and showed that im-

When regridding onto a 0.25regular grid, this results in provements were caused by adding an additional free param-
a large over sampling of the grid box. If more than two- eter related to the day length. In this paper we have to reduce

thirds of the 3km observations are masked out for a par-the number of free parameters to limit the computational de-

ticular location and time, then that sampling average is re.mands and speed conversion to a solution. Therefore we sim-

jected. This threshold increases the amount of data discarde‘yIfy the five-parameter mode(¥ottsche and O!eseﬁOO])
by the cloud filter forTigr. We further limit the coverage of o have only three free parameters. A comparison study (not

the METEOSAT-9 to the domain covered with an Earth inci- SP°Wn) demonstrated that this does not reduce the accuracy

dence angle up to 78avoiding artifacts at large view angles. of ttf;e (;Uefjr"; f_;}sddstelrmined over longer time series. The
The resulting METEOSAT-9 domain covers Africa, Europe mel GO"tItS r?a' ed OF Owéoo the DTC model .
and the Middle East. In Fi@ the high sampling rate dfir n Gottsche and Oles¢@001) the model (a) is pa-

; t ttributed to cloud dav 1 and meterized.asafunctio.n ofthetime of magimum)(day
5 apparent, s ave gaps attibuted to clouds) on day 1 a0 gumal amplitude ), diumal minimum ),

change in minimum from day to day ), and start of the
attenuation functionz§):

4 Methods T
Tpar(t) = To + Tacos<5(t - tm)) , 1 <Ig (2)

In Holmes et al(2012) it was shown that a relative estimate Toart) = To+ 8T+

of ¢ can be determined by fitting a simple harmonic model T e

to a temperature time series. This worked well enough when [TaCOS(—(ts - lm)) - 5T] ek L 1>ts

only ¢ differences between temperature sets are needed. @

However, the values itself are hard to interpret since the acFigure3 shows an example df,ar and illustrates the defini-
tual shape of the DTC rarely resembles a perfect harmoni¢ions of its parameters. The attenuation constaist calcu-
shape, resulting in differences between the time of maximuniated by making the first derivatives of the day- and nighttime

temperature and the peak of the harmonic. equation equal at tima:

In this paper we adapt a more sophisticated model of
the DTC as described bBottsche and Olese200). This  , _ @ 1 _ 8T 3)
harmonic-exponential DTC model improves the fitalongthe 7 | tan(Z(ts—tm))  TaSiN(Z(ts— tm)) |

www.hydrol-earth-syst-sci.net/17/3695/2013/ Hydrol. Earth Syst. Sci., 17, 36206 2013
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To limit the degrees of freedom and increase conversion tdifferent satellites to estimate the timingB{,. The AMSR-
a solution, in this study is fixed so that half of the decrease E satellite is crucial to satisfy condition (3) because its ob-
in temperature (over the cooling-down limb) is described by servation falls close to the maximum of the diurnal at 13:30.

the exponential equation. That waycan be calculated from

tm andw as
arceo 5 (14 7))
ts = tm+ — arccoy = .
T 2

T @)

For a given day and temperature set, first-guess estimatet%
of Tp andT, are determined based on the minimum and max-
imum recorded observations within the 24 h period from sun-

rise to sunrise. Similarhg T is initialized based on the dif-
ference betweeffip of the current and the next day, if avail-
able. Solar noontf) andw are calculated based on latitude
and day of year according to general solar position calcula
tions Cornwall et al, 2003. Defining ¢ as the offset be-

tween optimized time of maximum temperature and solar.

noonsm =ty + ¢, there are three free parametetsTp, and

T,. Of these, onlyTpy and T, vary from day to daygp is as-
sumed constant over the data range. With these assumptio
it is possible to determing in an iterative optimization loop
that minimizes the squared errot8)(betweenTyar and the
data series. In Fig2 examples offp4r are shown, as fitted for
the three LST resources used in this manuscript.

The above-described fitting of the DTC model is possible
for days where the available samples are sufficient to con
strain the estimates dfy and T,, together with at least two
further samples to anchgr. The optimization loop is there-
for only applied to days where the number of samplé&i))
is four or more. Furthermore, in order to assure a reasonabl
fit with the clear-sky DTC model, we limit the analysis to

days where the temperature does not dip below freezing, ang1

where the maximum temperature is close to the mgahi-

nally, in order to have an acceptable signal-to-noise ratio we

focus on days where the estimated amplitude exceeds 5K. |
summary, only daysd) where the following conditions are
met are included in the optimization loop to determine the
timing for each temperature set:

1. Nd) >=4,
2. To(d) above freezing point,
3. tm(d) within 2 h of mean,, and

4. Ty> 5K.

The WindSat and SSM/I satellites help constrain the early
morning minimum and the afternoon cooling limb. The TMI
observations increase the number of data days by helping to
satisfy conditions (1) and (3), and are indispensable for the
inter-calibration of the sensors.

To test if the sampling ofka results in a bias relative to

e hourly sampling of MERRA, we looked at the change
in apparent timing foffywp, when only observations at the
overpass times of the Ka-band set are used. The effect of
sparse sampling on theis averaged by latitude and shown

in Fig. 4. By using MERRA model output for this sensitivity
analysis we cannot test for the effect of noise in the observed

data. Moreover, the diurnal harmonic Bfwp may have a
different bias relative to the DTC model thdR,. This po-
tential mismatch in DTC shape may be responsible for the
bias as shown around the Equator for the first test with no
noise and imperfect model. We repeat the test after removing

"Re mismatch in the DTC model, resulting in a perfect model

with no noise. Only if this assumption is valid do we expect
to have no bias. These results indicate that the uncertainty as
introduced by the limited sampling frequency of the Ka-band
data is small enough to measure Ka-band timing from this set
of sensors, but only if the DTC model accurately represents

the measuredka.

g Results

The above-described method to determgrie applied to the

ree temperature recordga, Tnwp, andTir (described in

ect.3) for the data year 2009. The resulting (O 2Baps of

are displayed in Fig5 for Europe and Africa, the spatial
omain of MSG-9.

On average th&k, peaks at 13:44 with lower values over
Europe and highest values over deserts and tropical rain-
forests. Later values of peak temperature in deserts can be
explained by the deeper sensing depth of Ka-band emission
under dry soil conditions (see Seg}. In fact, the areas with
latest¢ correspond closely to sand deserts; see for exam-
ple the Arabian Peninsula in Fi§a where the Rub’al Khali
Erg shows up causing an hour delay of the Ka-bandrhis
feature was earlier noted in terms of day/night difference of
SSM/I channelsRrigent et al.1999, polarization difference

S

The exact thresholds applied in these four conditions are choef AMSR-E channelsJiménez et a].2010, and even more
sen to select the most optimal days for the analysis, withoutomparable to the present analysis, in terms of phase dif-

overly limiting the number of usable data days in a given
time period. Still, the effect of these criteria on the number

ference between microwave and TIR temperatiNer¢uzi
et al, 2012. In this later study the third component derived

of usable days results in the need for a time period of a yeafrom a principal component analysis (PCA) was attributed to
to generate sufficient data days to compensate for the uncethe phase of the diurnal cycle. The close resemblance of the

tainty in the satellite observations, particularly in the tropical

spatial features generally supports this conclusion.

and boreal zones with limited diurnal amplitude. The above More surprisingly in Fig.5a is the delay inp over the
considerations and conditions also point out the need for fivdropical forest, which cannot be attributed to sensing depth
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is the earlier phase over mountainous areas (e.g., the Rif
mountains in NW Africa, the Caucasus). Both features will
be discussed in relation to tlgeof Tir and Tywp.

For Tnwp, With a mean peak temperature at 12:50, there is
much less spatial variation ifwith the notable exception of
tropical rainforest; see Figb. The distinctly different results
over rainforest with values around 13:30 are explained by
a higher heat capacity as parameterized for areas classified
as tropical forest in the MERRA model. At more northern
latitudes, highep values are also found over the forest areas
04 Evergreen Broadieaf  Cropland Savannas Bare Europe of the eastern European plain. Areas with lowgsteem to

correspond with high-elevation areas.

Fig. 6. 2009 meanp determined forTka, TirR, and Tywp Within
selected IGBP land cover types. BetweBgyp and TiR there is
a fairly constant @ of 20 min.Tka agrees wittfjr over land surface
types with little or no barren surface.

www.hydrol-earth-syst-sci.net/17/3695/2013/

Figure 5c shows thep as determined based dir. The
Tir data peak on average at 13:13. The highealues in the
tropical zone match well with the delay as found fwvp,
although for7ir the area with delayeg is slightly more
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expansive and includes more generally the humid tropicaby an increase in temperature sensing depth. As expected for
zone of Africa. all but the driest soils (especially when covered with vege-
Figure5d shows a north—south transect of thas deter-  tation) the difference is much closer to zero over the rest of
mined for Tka, Tnwe, and Tir — all averaged over the lon-  Africa and Europe. For example, over Europe thenaps
gitude extent of 0—30E. All sets have a delayegl around  show thatTk, is only 14 min (12 min) behindlir.
the Equator, which fofywp is explained by the higher heat In order to test if the discussed patterns¢irare stable
capacity as parameterized for tropical rainforest. kgrand  throughout the year, the procedure to calculatavas re-
Tir, with little to no penetration of the canopy layer, the de- peated for 3-month seasonal periods. The seasonal results
lay in ¢ might more plausibly have to do with the effect of confirmed the large-scale north—south patterns as shown in
a diurnal pattern in cloudiness which can cause a delay in th&ig. 5d, giving confidence that land cover type is the main de-
peak solar radiation. If this is true, then MERRA predicts a terminant forg, rather than seasonal varying factors like soil
correct delay in timing but for the wrong reason. Superim-wetness or cloudiness. Furthermore, it suggestsghagy
posed on this tropical signaturBg, clearly shows a delayed be considered relatively constant in time; the spatial standard
¢ over (seasonally) dry areas in northern and southern Africadeviation of the seasonal anomaly from the anguial6 min
explained by the deeper sensing depth. for Tnywp, 7 min for Tir, and 14 min forTka.
The patterns i and differences between the sets seem to
align with particular land surface types. Therefore, MODIS
land cover maps (MCD12C1, Version 051) are used to studys Global results
¢ by land surface type (International Geosphere-Biosphere
Programme (IGBP) classification). Figuéelists the aver-  This section will briefly discuss the spatial patterns in tim-
age values as obtained over selected surface types betweary on the global scale, as calculated fag and Tywe. The
longitudes 0 to 3DE. This indeed confirms the general re- geostationary TIR resource is not yet available as a consoli-
lation with vegetation type — all sets exhibit delaygadver dated global data set and is therefore not included here. The
broadleaf forest compared to the cropland and Europe selealobal maps ofy confirm the land cover features as found
tions. Only forTk, are delays inp recorded over the savan- over Africa and Europe and discussed in S&cin the global
nah and desert land cover types. ¢ map of Tk (see Fig8, top), delays of up to an hour from
As a consequence of the general agreemend ibe-  the mearp of 13:37 for desert areas are matched with similar
tweenTnwp and Tir, the spatial map of their difference in delays in the deserts of Australia and central Asia. Similarly,
¢ is remarkably homogenoug:(Tir) — ¢ (Tnwp) = 27 min the apparent delay in timing over tropical forest is repeated
(15 min) for 79 % of the land area (see Fig). Areas with  over the Amazon.
larger differences are found at the edge of land masses and For Tywe (Fig. 8, middle panel)g is generally between
mountain ranges, wher@(7ir) can be up to 1.5h behind 12:30 and 13:00 with three main exceptions. Tropical forest
¢ (Tnwp) as shown in Fig7. Interestingly, these areas also show up with highly delineated delays ¢nof up to 40 min
show up in Fig.7b, sometimes even indicating tH&t; peaks  over the Amazon and Indonesia, in close agreement with the
earlier thanTir, which is not physically realistic. Because above discussed Congo Basin in Africa. As discussed earlier,
of this, we look toTir for the explanation of these anoma- this is explained by the increased heat capacity of the surface
lies. Insofar as these features line up with mountain rangedayer as parameterized for tropical forest by MERRA. Be-
they are tentatively attributed to azimuth angle effectign ~ cause this is a static feature of MERRA, the resulting spatial
Since they are retrieved from a geostationary satellite (MSG-pattern of¢ is expected to remain stable from year to year,
9) located at the prime meridian, variations in azimuth angleas long as the same land classification is used.
might explain the earliep over mountains to the northwest ~ Another feature that shows up is earligrover moun-
of the satellite and the delay@dover ranges that are to the tainous and high-elevation areas. Although this feature was
east of the satellite. Such azimuth angle effects are mutediscussed earlier, it is much more pronounced over the An-
within Tka as this is composed of observations with vary- des and Himalaya. Since it appears in b&ia and Tnwe,
ing azimuth angles (and obviously play no role in the NWP it most likely reflects an actual pattern in diurnal heat ex-
record). Along the coast in the tropical zone large negativechange. Possible physical mechanisms for this include the
anomalies show up ifir relative toTk, andTywe that can-  effect of cooler air temperatures at higher elevation on sensi-
not be explained by mountains. In these areas there are felle heat flux, diurnal patterns in orographic cloud formation,
days without clouds, and we therefore attribute this to a fail-and slope effects on incoming solar radiation as described in

ure of the cloud mask iffir. Senkova et ali2007).
The timing difference betwe€efk; andTir is greatest over A new feature that appears in these global maps is anoma-
the driest parts of Africa, wherEcg is 57 min @25 min) be-  lies of up to an hour from the me@nas calculated fofnwp,

hind Tir in ¢; see Fig.7b. This average ¢l agrees with the lining up closely with the boreal climate zone aboveé BO
theoretical calculations of Sedt. This suggests that the large This surprising feature is not matchedfig,. Since our anal-
increase inpka over dry areas can be quantitatively explained ysis is restricted to days with minimum temperatures above

www.hydrol-earth-syst-sci.net/17/3695/2013/ Hydrol. Earth Syst. Sci., 17, 36206 2013



3704 T. R. H. Holmes et al.: Timing of the diurnal temperature cycle

Crop Land: 42.375°N, -5.375°E Desert: 20.125°N, -9.375°E Tropical Forest: 0.125°N, 12.125°E
B T T T T T T
W | T O O [ to (1l | e t,
. : — Tpar g — Tpar : — Toar
1 o
4 ! TKa / :\ TKa TKa
= | i s
€ | EENE _ i _ i
Lo 1312) ] [14:42] el N
“ i 3 i i T,
. ! : H H - 1
1 1 \ 1
-4 ! 1 g/ i —= i
: A 1 : : I 1
1 i T,=269K \\ ‘ ET0=290K i T,=279K
8 _‘"‘ 1T E1K Y T } E 1 T,=5K
06 12 18 00 06 12 18 00 06 12 18 00
12 T T T
_____ b I RN
8 T = 'par = 'par = par
13
. NP \ NWP NWP
3 L
- L
2 0 12:54 : 12:54 13:24] N
E 254 250 AN
< 4l \ - i
1
-8 e \\‘ ‘ \ :
T,=282K T,=294K I T,=297K
= —— = 1 =,
42 T,=16K ] ‘ T, 22K H\ ITaK
06 12 18 00 06 12 18 00 06 12 18 00
15 T T T
_____ t Y R
[ m 1 m m
10 \ - Tpar i - Tpar - Tpar
TR | TR TR
1
o ° 1 | /r‘\
X L] ! i
© : . B R : H .
£ 0 13:00] 13:18 / 14:00] \
< \ i -/ i
-5t A ] \ 5 ]
1 1
i i
-10 N I i
: T,=282K \\__W; bTe=290K NN ) : I Tg=291K
15 T,=26K | T.=28K | T =10K
1 a 1 a
06 12 18 00 06 12 18 00 06 12 18 00
Local Solar Time Local Solar Time Local Solar Time

Fig. 9. Example of overall fitTpar to the three LST estimates for selected locations. The displayed data reflect the annual average deviation
AT =T — (To+ T, /2) for each hour of day.

freezing and a diurnal amplitude of 5 K or higher, theal- cussed in this paper, we conclude with two graphs that sum-
culated in these northern regions (with weak diurnal radia-marize the overall fit offp, to the three LST estimates over
tive forcing) is based on a relatively limited amount of long four key biomes; see Fig8.and10. The displayed data re-
cool days. Unfortunately, TIR observations are not availableflect the annual average by hour of day for a single grid cell.
at those high latitudes to positively attribute this anomaly to Observational data are corrected for the effect of sparse sam-
Tnwp- pling on the average. These graphs show that even though the
On averageTka peaks 40 min later thafinwe (Fig. 8, fit of Tharis not perfect at all times of day, it does not appear
lower pane). In the temperate climates and the tropics théo impact the relative conclusions of the study. All sets have
d¢ is close to this average. Bigger differences appear in thea clear delay inp over tropical forest that is picked up by
desert areas where Ka-band peaks up to 2 h &@#p, cor- the fittedTp4r in the presented examples. In contrast, the late
responding to a deeper sensing depth. The boreal areas shaof Tk, stands out from the other sets in the desert exam-
smaller differences resulting from the delaygdf Tnwp @as  ple. In boreal forestTywp has a relative delay ig that is not
discussed above. Due to the close link with land cover andeflected inTka.
geological features it is expected that these patternspof d
will remain relatively stable from year to year. _
Each of these features deserves discussion in more detailed Conclusions

ies where ground m rements are available for - - .
studies where ground measurements are available fo COml'hls study demonstrates that the timing of the diurnal tem-

parison. Such regional studies would benefit from relaxing erature cvele can be reliably determined from temporall

some of the parameters that were fixed in this global studyp Y y : P y

allowing for improved fit of the DTC modelTga) over par- Sparse data sets. The method is applied to a yearlong record
a of geostationary TIR observations, model output, and a com-

ticular biomes. In support of the main features that were dls_bination of low Earth-orbiting satellites with microwave
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Boreal Forest: 67.625°N, 21.375°E if this timing difference is indeed a result of a low bias in
Y A I heat capacity, then the associated overestimation of the diur-
N A m nal amplitude would be 10 % for a 23 min timing difference
Jd j/ o ! (Holmes et al.2012). Secondly, the timing difference will in-
: / : \ Ka _troduce a dlgrngl bias t_erm. _These two _effects together result
A . in a harmonic diurnal bias with an amplitude that depends on
\ S the diurnal temperature range (for example, 1.4 K bias for a
NS~ with 20 K diurnal range). This type of time-variant structural
o bias terms are much harder to account for in data assimilation
Ty=266K N approaches than constant bias terms.
T=8K ] This study has identified structural differences in diurnal
03 06 08 12 15 18 21 00 03 timing between MERRA, TIR and Ka-band-based land sur-
12 T T face temperature estimates and constitutes one of the first
N m global analyses of the effects of vegetation and sensing depth
O N par on the timing of different temperature measurements. Even
o // T —NWPH though the global maps of the timing for each set are based
| T \\ N I on the year 2009, these features are expected to be relatively
; // | S~ stable from year to year. The presented analysis of the timing
S of the diurnal temperature cycle offers a means to account
: for time-variant bias terms between temperature records in
. . a physically consistent way. With these maps we can now
A2r 01 N reconcile temperature records in terms of their diurnal tim-
03 08 08 12 15 182100 03 ing, opening the way for studies that look at differences in
Local Solar Time . . . . .
diurnal amplitude and daily minimum, and ultimately for a
Fig. 10. Example of overall fit offpar to LST estimate in the bo-  global merger of temperature data sets.
real region. The displayed data reflect the annual average deviation
AT =T — (To+ Ta/2) for each hour of day.
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