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Abstract.
During a risk assessment procedure as well as when deal-

ing with cleanup and monitoring strategies, accurate predic-
tions of solute propagation in fractured rocks are of partic-
ular importance when assessing exposure pathways through
which contaminants reach receptors.

Experimental data obtained under controlled conditions
such as in a laboratory allow to increase the understanding
of the fundamental physics of fluid flow and solute transport
in fractures.

In this study, laboratory hydraulic and tracer tests have
been carried out on an artificially created fractured rock
sample. The tests regard the analysis of the hydraulic loss
and the measurement of breakthrough curves for saline
tracer pulse inside a rock sample of parallelepiped shape
(0.60× 0.40× 0.08 m). The convolution theory has been
applied in order to remove the effect of the acquisition
apparatus on tracer experiments.

The experimental results have shown evidence of a non-
Darcy relationship between flow rate and hydraulic loss that
is best described by Forchheimer’s law. Furthermore, in the
flow experiments both inertial and viscous flow terms are
not negligible.

The observed experimental breakthrough curves of so-
lute transport have been modeled by the classical one-
dimensional analytical solution for the advection–dispersion
equation (ADE) and the single rate mobile–immobile model
(MIM). The former model does not properly fit the first
arrival and the tail while the latter, which recognizes the
existence of mobile and immobile domains for transport,
provides a very decent fit.

The carried out experiments show that there exists a pro-
nounced mobile–immobile zone interaction that cannot be
neglected and that leads to a non-equilibrium behavior of so-
lute transport. The existence of a non-Darcian flow regime
has showed to influence the velocity field in that it gives
rise to a delay in solute migration with respect to the pre-
dicted value assuming linear flow. Furthermore, the presence
of inertial effects enhance non-equilibrium behavior. Instead,
the presence of a transitional flow regime seems not to ex-
ert influence on the behavior of dispersion. The linear-type
relationship found between velocity and dispersion demon-
strates that for the range of imposed flow rates and for the
selected path the geometrical dispersion dominates the mix-
ing processes along the fracture network.

1 Introduction

Proper management of groundwater resources requires an
understanding of the processes that cause water contamina-
tion and affect the remediation of polluted aquifers (Cheru-
bini et al., 2010; Cherubini and Pastore, 2011).

In fractured rock aquifers, open fractures as well as bed-
ding planes or faults give place to preferential flow paths
for ground water, contaminants in solution, and free prod-
uct to reach very quickly an exposure point (Becker and
Shapiro, 2003). Recently, research has targeted physical
mechanisms that can mitigate fast-path transport by delay-
ing mass en route (Neretnieks, 1980; Haggerty and Gore-
lick, 1994; Ostensen, 1998; Haggerty et al., 2000; Becker
and Shapiro, 2003).
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A way for understanding the migration of contaminants
in such complex systems is that of analyzing tracer trans-
port, measuring mass-exchange processes in situ, and ex-
tracting transport model parameters from the data (Becker
and Shapiro, 2003). Testing involves injecting tracers and
then monitoring the tracer concentrations as a function of lo-
cation and/or time (Callahan, 2001). A “breakthrough curve”
(BTC) is generated as a function of time at the observation
well to estimate the transport parameters. Due to high costs
of field transport experiments, in many cases the choice is
that of carrying out small-scale (laboratory) experiments to
analyze solute transport in representative rock samples.

Moreover laboratory experiments give the advantage of
improving the understanding of physical mechanisms under
relatively well-controlled conditions, since the dependence
of a physical process on different parameters can be tested
and modeled.

Obtaining reliable predictions of processes that govern
contaminant propagation in fractured aquifers requires mod-
eling the advection and the dispersion of contaminants at the
scale of the fracture network. In this context understanding
transport in a single fracture is a crucial first step (Boschan
et al., 2008).

Qian et al. (2011) carried out well-controlled laboratory
experiments to investigate flow and transport in a single frac-
ture under non-Darcy flow conditions. Non-Fickian transport
was found to dominate with early first arrival and long tails.
A mobile–immobile (MIM) model proved to fit both peak
and tails of the observed BTCs better than the classical ADE
(advection–dispersion equation) model.

On the basis of this experience, in order to describe so-
lute transport under different flow velocities and fracture
apertures, Chen et al. (2011) carried out a series of well-
controlled flow and tracer test experiments on an artificial
channeled single fracture (CSF) – a single fracture with con-
tact in certain areas – constructed in the laboratory. The flow
condition showed a non-Darcy feature (best described by the
nonlinear Forchheimer equation) and the BTCs showed a
non-Fickian nature of transport such as early arrival of the
peak value, long tailing and multi-peak phenomena. The re-
sults of this study showed that the ADE is not adequate to
describe the BTCs in a CSF.

Sudicky et al. (1985) examined the migration of a non-
reactive tracer in layered media under controlled laboratory
conditions by conducting multiple tracer tests with a column
containing stratified porous media. The experimental results
showed strongly dispersed and skewed shape of the break-
through curves in contrast to the symmetric and weakly dis-
persed concentration patterns typically associated with ho-
mogeneous media. Simulations of the experiments demon-
strated that these tailing effects are the result of a transient
redistribution of the tracer across the strata by transverse
molecular diffusion and that local longitudinal dispersion is
only of secondary importance as a spreading process in such

systems. These findings were consistent with recent theoret-
ical descriptions of dispersion in stratified aquifers.

Starr et al. (1985) carried out reactive tracer tests on the
same column and found breakthrough curves that were sim-
ilar in form to those reported in the preceding study for a
nonreactive solute, but were delayed in the time of appear-
ance, had a lower peak concentration, and were more highly
dispersed. A mathematical model accounting for longitudi-
nal advection in the sand layer, transverse diffusion in the
silt layers, and retardation in both the sand and silt layers
gave a good representation of the experimental data, however
significant discrepancies existed between the measured and
simulated results, with the discrepancies becoming greater
at lower velocities. The less satisfactory agreement obtained
in the latter study suggested that there is some physical or
chemical aspect of the retardation process that was not ade-
quately represented in the model.

Callahan et al. (2000) carried out laboratory experiments
by means of multiple experimental tracer methods to de-
termine fracture/matrix interactions and dispersion in artifi-
cially created fractured rock core of volcanic tuff. They af-
firmed that matrix diffusion serves to increase the transport
time of solutes in dual porosity media by spreading mass
away from the advecting region of the fractures. However,
they also affirmed that the results of these short-term tests
were probably influenced to some degree by smaller-scale
processes that should be minimal in field experiments, such
as diffusion within the stagnant water in the fractures (“free-
water diffusion”), caused by fracture aperture variability, that
were more important at small time scales. Because free water
diffusion coefficients are larger than matrix diffusion coeffi-
cients, this led to an overestimation of the amount of diffusive
mass transfer (Callahan et al., 2000).

Leven et al. (2005) carried out tracer tests at bench scale on
artificially fractured laboratory blocks using port–port con-
nections in such a way as to create matrix-dominated and
fracture-dominated ports. Breakthrough curves detected at
matrix-dominated port connections were characterized by
mainly broad and flat curves in contrast to breakthrough
curves recorded at the outlet of direct fracture connections,
which showed earlier first arrivals with much sharper and
steeper concentration increases.

The authors attributed short breakthrough times to a fast
transport of the tracer through the fracture system with a
less pronounced interaction with the matrix. The broad and
flat breakthrough of tracer was attributed to transport mainly
through the matrix with dominant diffusive transport mecha-
nisms. The presence of tails in the BTC curves was attributed
to matrix diffusion and to differential advection, i.e. the exis-
tence of pathways of varying length through the dimension-
ality of the flow field (McDermott et al., 2003).

Rodrigues et al. (2008) carried out several small-scale
(laboratory) tracer tests to analyze advection and dispersion
of different solutes in fractured media.

Hydrol. Earth Syst. Sci., 17, 2599–2611, 2013 www.hydrol-earth-syst-sci.net/17/2599/2013/
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The results obtained with sodium chloride revealed dif-
ferences between direct and reverse tests, due to its higher
density than water. As a consequence, in case of significant
openings near the injection hole the solution might sink there
initially and be released later by diffusion. In case of no pits
near the injection point, the solution could mix with the flow-
ing water more easily and therefore travel faster through the
system.

Thus, as the transport was found to depend on the mor-
phology of the areas around the injection holes, the parame-
ters calculated in the tests with sodium chloride did not cor-
respond to the parameters of the flowing water.

On the other hand, the tests with fluorescein or sulforho-
damine allowed to obtain parameters characterizing the flow
pattern without being affected by exogenous factors because
they behaved as inert tracers showing advection-dominated
transport with high Ṕeclet numbers.

The present study uses well-controlled laboratory experi-
ments to investigate flow and transport in an artificially frac-
tured laboratory block. Flow in the experiments is nonlinear
and is well described by the Forchheimer equation (Cheru-
bini et al., 2012). Non-Fickian transport is found to dominate
with early first arrival and long tails. The BTCs of the so-
lute transport are modeled by the conventional ADE, and the
single rate (MIM) model. The former poorly describes the
behavior of the breakthrough curves while the latter is able
to fit the peak value and the tail.

1.1 Theoretical background

1.1.1 Flow models

Generally the model used to describe fluid flow in fractured
media is the local cubic law, which adapts Darcy’s law under
the assumption of ideal fractures with flat, smooth and par-
allel walls with infinite lengths, together with laminar flow,
incompressible fluid and confined configuration. Different
studies in literature show that in real rock fractures a non-
linear flow behavior is easy to occur (Kolditz, 2001; Javadi
et al., 2010). A flow model commonly used to represent non-
Darcy flow behavior is the Forchheimer law, which includes
a quadratic term of velocity to represent the inertial effect:

−
dh

dx
= av + bv2 , (1)

whereh (L) is the hydraulic head,x (L) is the spatial coor-
dinate along the direction of the flow,v (LT−1) is the flow
velocity, a (TL−1) andb (T2L−2) are the linear and inertial
coefficients respectively.

A general Darcian-like relationship can be used to describe
nonlinear flow regimes:

v = −Keff

(
dh

dx

)
dh

dx
, (2)

Keff (LT−1) represents the effective hydraulic conductivity
function of hydraulic gradient. According to Forchheimer’s

law, the effective hydraulic conductivity can be written as

Keff =
2

a +

√
a2 + 4b|

dh
dx

|

. (3)

1.1.2 Solute transport models

One of the most widely used solute transport models in field
applications reported in literature is the ADE. The ADE
model is based on Fick’s law, which assumes that the disper-
sive mass flux is proportional to the first-order spatial deriva-
tive of concentration (Bear, 1972). The mathematical formu-
lation of the ADE model for nonreactive solute transport can
be expressed as follows:

∂c

∂t
= D

∂2c

∂x2
− v

∂c

∂x
, (4)

wheret (T) is the time,x (L) is the spatial coordinate along
the direction of the flow,c (ML−3) is the solute concentra-
tion, v (LT−1) is the average flow velocity andD (L2T−1)

is the dispersion coefficient. In complex, fractured media the
latter depends mainly on two processes: Aris–Taylor disper-
sion (DT) (Aris, 1956) due to the combined action of convec-
tion and radial molecular diffusion (Dullien, 1992) and geo-
metrical dispersion (DG) due to the roughness and/or aper-
ture variation of fractures (Boschan et al., 2008). For a frac-
ture characterized by two flat parallel walls geometrical dis-
persion should be equal to zero and dispersion processes are
represented only by Aris–Taylor dispersion (Auriault, 1995)
by the following expression:

DT =
2

105

v2w2

Dm
, (5)

wherew (L) is fracture aperture,Dm (L2T−1) is the molec-
ular diffusion. Theoretically the above equation is valid only
beyond a critical travel time, which corresponds to the mini-
mum duration needed for a particle to experience the whole
cross-sectional parabolic profile of velocities across the frac-
ture aperture (Bodin et al., 2007). The critical travel time is
proportional to a characteristic timeτc of transverse diffusion
equal to

τc =
ω2

Dm
. (6)

In other words the solute must travel over a minimum dis-
tance before the Aris–Taylor dispersion regime is completely
established. Fort < τc the dispersion coefficient is time de-
pendent (Berkowitz and Zhou, 1996).

Geometrical dispersion is nonzero only for fractures with
rough walls and/or with variable apertures and reflects the
influence of spatial variation of flow velocity in the plane of
fractures. The geometrical dispersion resulting from hetero-
geneity along the fracture plane varies linearly with the mean
velocity:

DG = αLv, (7)

www.hydrol-earth-syst-sci.net/17/2599/2013/ Hydrol. Earth Syst. Sci., 17, 2599–2611, 2013
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whereαL (L) is the geometrical dispersivity coefficient.
The Ṕeclet number is defined as

Pe =
vw

Dm
. (8)

It can be used to distinguish different regimes in variable
aperture fractures: molecular diffusion, geometric dispersion
and Aris–Taylor dispersion. The geometric dispersion regime
corresponds to the range ofPe where velocity variations
in the plane of fractures dominate the mixing process. This
means that for low values ofαL the dispersion passes directly
from the molecular diffusion regime to the Aris–Taylor dis-
persion regime whereas for high values ofαL there exists a
large range ofPein which geometrical dispersion dominates.

The Ṕeclet number is also defined as

Pe =
vL

D
(9)

WhereL (L) is the characteristic length of the domain. It
represents the relative effect of advective compared to dis-
persive solute transport. At high Péclet numbersPe � 1 ad-
vection dominates solute transport processes; while at low
Péclet numbersPe < 1 dispersion/diffusion dominates.

In a typical tracer injection experiment a massM0 (M) of
the tracer is injected instantaneously at time zero at the origin
of the domain (x = 0). The initial condition is given by

c(x, t = 0) =
M0

ω
δ(x). (10)

Whereω (L2) is the cross-sectional area,δ(x) (L−1) is the
Dirac delta, which is equal to 1 whenx is equal to zero and
is 0 otherwise.

In addition, it is assumed that a first-type boundary condi-
tion exists at the outflow boundary:

c(±∞, t) = 0 . (11)

The solution of Eq. (4) for the specified initial and boundary
conditions is given by (Crank, 1956)

c0(x, t) =
M0

ω
√

πDt
e−

(x−vt)2
4Dt . (12)

Generally, heterogeneous media such as fractured media
present non-ideal transport of solutes that lead to asymmet-
rical BTCs. Dual porosity models or the MIM take into ac-
count non-ideal transport behavior caused by the presence
of immobile zones. MIM model assumes that the net mass
transfer from the main flow field (mobile domain) to the stag-
nation zones (immobile domain) is proportional to the differ-
ence in concentration between the mobile and immobile do-
mains. The mathematical formulation of the MIM for nonre-
active solute transport is usually given as follows:

∂cm

∂t
= D

∂2cm

∂x2
− v

∂cm

∂x
− α(cm − cim),

β
∂cim

∂t
= α(cm − cim), (13)

wherecm andcim are the cross-sectional averaged solute con-
centrations respectively in the mobile and immobile domain,
α (T−1) is the mass exchange coefficient, andβ [-] is the mo-
bile water fraction. For a nonreactive soluteβ is equivalent
to the ratio between the immobile and mobile cross-sectional
area (-).

The Damk̈ohler (Da) number can be used to evaluate the
behavior of the MIM model, but it has been showed (Wagner
and Harvey, 1997, 2001) that there are limitations to a tracer
test’s ability to estimate the exchange parametersαandβ.

This dimensionless number can be expressed as (Wagner
and Harvey, 2001)

Da
α(1+ β)L

v
. (14)

At high values ofDa the solute concentrations in mobile and
immobile domains are in equilibrium and MIM tends to the
ADE model. In this case the effect of the exchange is diffi-
cult to identify. At very low values ofDa the mass transfer is
absent or very slow and a dual domain performs as a single
domain. Only a small amount of tracer interacts with the im-
mobile zones, thus the exchange effect is small and difficult
to identify. In between these values ofDa the mass transfer
is controlled by a first order kinetic process depending on the
concentration gradient between the mobile and the immobile
domains. Bahr and Rubin (1987) demonstrated the use of this
dimensionless number for identifying those cases where non-
equilibrium transport cannot be distinguished from equilib-
rium transport.Da can be viewed as the ratio of the transport
time(L/v) to the exchange time equal to the reciprocal of the
exchange coefficient (1/α). On the basis of these considera-
tions it can be stated that the effect of the immobile zones
is stronger when the exchange time is of the same order of
magnitude as the transport time.

In analogous manner for the ADE model the solution of
system Eq. (13) describing one-dimensional nonreactive so-
lute transport in an infinite domain for instantaneous pulse of
solute injected at time zero at the origin is given by (Goltz
and Roberts, 1986)

c1(x, t) = eαtc0(x, t) + α

t∫
0

H(t,τ )c0(x, t)dτ, (15)

with

H(t,τ ) = e
−

α
β
(t−τ)−ατ

τI1

(
2α
β

√
β(t − τ)τ

)
√

β(t − τ)τ
, (16)

whereI1 represents the modified Bessel function of order 1.
In order to simplify the calculation of the analytical solu-

tions, a unit length for the one-dimensional domain has been
assumed. It is therefore necessary to normalize the param-
etersv andD so they both have units of T−1. To obtain the
normalized values ofv andD, it is simply necessary to divide
them byL andL2 respectively.

Hydrol. Earth Syst. Sci., 17, 2599–2611, 2013 www.hydrol-earth-syst-sci.net/17/2599/2013/
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Figure 1. a) artificial discontinuities produced by means of 5 kg mallet blows; b) epoxy resin casting; c) example of a hole 676 
along the edges of the discontinuities; d) insertion of hexagonal bushing for the connection to the hydraulic circuit. 677 
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 679 

Figure 2. a) distribution of mechanical aperture evaluated on the 13688 samples b) three dimensional reconstruction of the 680 
fracture network obtained from fracture traces on block. The selected path is highlighted. 681 

Fig. 1. (a)artificial discontinuities produced by means of 5 kg mal-
let blows;(b) epoxy resin casting;(c) example of a hole along the
edges of the discontinuities;(d) insertion of hexagonal bushing for
the connection to the hydraulic circuit.

1.1.3 Convolution solutions for variable boundary
conditions

The transport solution presented in the previous sections al-
lows the determination and the prediction of BTCs at a spec-
ified distance from the inlet boundary. This solution assumes
instantaneous pulse injection input condition. In many ex-
perimental systems the input boundary condition could be
different or the transport occurs through regions with dis-
tinctly different properties (Berkowitz et al., 2001). Gener-
ally, at field scale both the injection time and the residence
time of the solute within the probe are negligible compared
to the residence time of solute in the aquifer. Instead, at labo-
ratory scale these assumptions could not be valid because the
residence times of the solute in the medium and in the probe
are of the same order of magnitude. Convolution techniques
can be used to overcome these problems.

Given the BTC curves for the mediumC(t) and for the
probeS(t) corresponding to the analytical solutions for a
pulse input, the convolution ofC(t) andS(t) is formally de-
fined as

W(t) = C(t) · S(t) =

t∫
0

C(t − τ)S(τ)dτ, (17)

whereW(t) is the resulting breakthrough curve recorded by
the probe.

2 Materials and methods

2.1 Experimental setup

The experiments have been performed on a limestone block
with parallelepiped shape (0.6× 0.4× 0.08 m3) recovered
from the Calcare di Altamura formation, which is lo-
cated in the Apulia region in southeastern Italy (Cherubini
et al., 2012).
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along the edges of the discontinuities; d) insertion of hexagonal bushing for the connection to the hydraulic circuit. 677 

 678 

 679 

Figure 2. a) distribution of mechanical aperture evaluated on the 13688 samples b) three dimensional reconstruction of the 680 
fracture network obtained from fracture traces on block. The selected path is highlighted. 681 Fig. 2. (a) distribution of mechanical aperture evaluated on the

13 688 samples;(d) three dimensional reconstruction of the fracture
network obtained from fracture traces on the block. The selected
path is highlighted.

The fracture network has been made artificially through 5
kg mallet blows (Fig. 1a). The characteristics of each fracture
have been determined from its trace on block surface. The
fissured system and the fracture aperture on the block sur-
faces have been recorded with a high resolution digital cam-
era. Subsequently the images have been scaled and rectified
using Perspective Rectifier software (www.rectifiersoft.com)
and calibrated on the basis of manual measurements carried
out by means of a caliper. Profiles of discontinuities and aper-
ture measurements have been extracted from the recorded
images using theedgefunction with thecannyfilter from the
built-in Scilab image processing toolbox (www.scilab.org).
For each discontinuity the median profile and the aperture
distribution have been determined.

The surface of the block sample has been sealed with
transparent epoxy resin (Leven et al., 2004) (Fig. 1b). A
hole of 1 cm diameter has been opened for each discontinu-
ity along the boundary of the block by means of a percus-
sion drill (Fig. 1c). Inside each hole an hexagonal bushing
of 1/4′′M-3/8′′F has been placed and welded to the block by
means of rapid-hardening epoxy resin (Fig. 1d).

In the present paper the study of flow and transport dynam-
ics regards only a single path. Figure 2a shows the mechani-
cal aperture distribution obtained from 13688 measurements
and Fig. 2b shows the three-dimensional geometry of the se-
lected path. The average cross-sectional area of the path is
equal toω = 0.9932 whereas the average path length is equal
to L = 0.7531 m.

The sealed block sample is connected to a hydraulic cir-
cuit (Fig. 3). Water inside the block flows according to the
hydraulic head difference between the upstream tank con-
nected to the inlet port and the downstream tank connected
to the outlet port. The upstream and downstream tanks have
the same dimensions and are of cylindrical shape with a cir-
cular cross section. The instantaneous flow rate that flows
across the block is measured by an ultrasonic velocimeter
(DOP3000 by Signal Processing). Beside the inlet port a
syringe for instantaneous injection of a conservative tracer
(sodium chloride, NaCl) is placed, while at the outlet port
there is a flow cell in which a probe can be positioned.

www.hydrol-earth-syst-sci.net/17/2599/2013/ Hydrol. Earth Syst. Sci., 17, 2599–2611, 2013
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 682 

Figure 3. Schematic diagram of the experimental setup. 683 

 684 

Figure 4. Control head hc vs. time for calibration of hydraulic circuit. Circle represents the experimental values obtained 685 
from tests carried out only on the hydraulic circuit. The marked line represents Equation 22 with A and B equal to 0. 686 

 687 

Fig. 3.Schematic diagram of the experimental setup.

The probe is a multi-parametric instrument (Idronaut Ocean
Seven 304 CTD logger) with frequency of sampling of 8 Hz
for instantaneous measurement of pressure (dbar), temper-
ature (◦C) and electric conductivity (µS cm−1) respectively
with resolutions of 0.0015 %, 0.0006◦C and 0.1 µS cm−1.

2.2 Flow tests

The analysis of flow dynamics through the selected path re-
gards the observation of water flow from the upstream tank
to the flow cell with a circular cross section of 0.1963 and
1.28× 10−4 m2 respectively.

Initially at time t0, the valvesa andb are closed and the
hydrostatic head in the flow cell is equal toh0. The experi-
ment begins with the opening of valvea, which is reclosed
when the hydraulic head in the flow cell is equal toh1. Fi-
nally the hydraulic head in the flow cell is reported toh0
through the opening of the valveb. The experiment proce-
dure is repeated changing the hydraulic head of the upstream
tankhc. The time1t = (t1 − t0) required to fill the flow cell
from h0 to h1 has been registered.

Given that the capacity of the upstream tank is much
higher than that of the flow cell it is reasonable to assume
that during the experiments the level of the upstream tank
(hc) remains constant. Under this hypothesis the flow inside
the system is governed by the equation:

S1
dh

dt
= 0(1h)(hc − h), (18)

whereS1 (L2) andh (L) are respectively the section area and
the hydraulic head of the flow cell;hc (L) is the hydraulic
head of upstream tank, and0(1h) represents the hydraulic
conductance term representative of both hydraulic circuit and
the selected path.

Hydraulic loss within the single hydraulic circuit can be
expressed according to Chézy’s law as

Q = C
√

|1h| ⇒ 1h =
1

C2
Q2

⇒ 1h = RcQ
2 , (19)

whereRc (T2L−5) is a characteristic coefficient related to
the roughness, section and length of the tubes of the hy-

draulic circuit,1h (L) is the hydraulic head difference, and
Q (L3T−1) is the flow rate.

Whereas, only for the sealed block, the1h–Q relation-
ship can be expressed by means of a discrete form of Forch-
heimer’s law:

1h = A · Q + B · Q2 , (20)

whereA (TL−2) andB (T2L−5) are the linear and nonlinear
hydraulic loss coefficients respectively and are related to the
roughness, aperture, lengths and shape of the selected path in
the fractured medium.

Combining Eqs. (19) and (20) the hydraulic conductance
term of the whole hydraulic system assumes the following
expression:

0(1h) =
2

A +

√
A2 + 4(B + Rc)|1h|

. (21)

The average flow rateQ can be estimated by means of the
volumetric method:

Q =
S1

t1 − t0
(h1 − h0). (22)

Whereas the average hydraulic head difference1h is given
by

1h = hc −
h0 + h1

2
. (23)

In correspondence of the average flow rate and head differ-
ence is it possible to evaluate the average hydraulic conduc-
tance as

0(1h) =
S1

t1 − t0
ln

(
h0 − hc

h1 − hc

)
. (24)

The inverse of0(1h) represents the average resistance to
flow.

Substituting Eq. (21) into Eq. (18) and integrating the lat-
ter from t = t0 to t = t1 with the initial conditionh = h0 the
following expression is obtained for Forchheimer’s law:

S1

(
−

√
A2 + 4(B + Rc)(hc − h)−

Aln
(√

A2 + 4(B + Rc)(hc − h) − A
))

|
h1
h0

= t1 − t0. (25)

By fitting the experimental relation between1t = t1− t0 and
hc it is possible to obtain an estimation of the coefficientsA

andB.

2.3 Tracer tests

The study of solute transport dynamics through the selected
path has been carried out by means of a tracer test using
sodium chloride. Initially a hydraulic head difference be-
tween the upstream tank and downstream tank is imposed.
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Figure 3. Schematic diagram of the experimental setup. 683 

 684 

Figure 4. Control head hc vs. time for calibration of hydraulic circuit. Circle represents the experimental values obtained 685 
from tests carried out only on the hydraulic circuit. The marked line represents Equation 22 with A and B equal to 0. 686 
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Fig. 4. Control head hc vs. time for calibration of hydraulic circuit.
Circle represents the experimental values obtained from tests car-
ried out only on the hydraulic circuit. The marked line represents
Eq. (22) withA andB equal to 0.

At t = 0 the valvea is closed and the hydrostatic head in-
side the block is equal to the downstream tank. Att = 10 s
the valvea is opened while at timet = 60 s a mass of solute
equal to 5× 10−4 kg is injected into the inlet port through a
syringe. The source release time (1 s) is very small therefore
the instantaneous source assumption can be considered valid.

In correspondence of the flow cell in which the multi-
parametric probe is located it is possible to measure the tracer
breakthrough curve and the hydraulic head; in the meanwhile
the flow rate entering the system is measured by means of an
ultrasonic velocimeter. For different flow rates a BTC curve
can be recorded at the outlet port.

In order to determine the two parameters of the ADE
model (v andD) and the four parameters of the MIM model
(v, D, α andβ) it is crucial to estimate the functionS(t) that
appears in Eq. (17). The latter has been evaluated through
different tests carried out on the probe subject to pulse injec-
tion varying the flow rate. Once knownS(t) it is possible to
obtain an estimation of ADE and MIM model parameters by
a fitting procedure between experimental data and theoretical
BTC curves evaluated through the analytical solutions.

3 Results and discussion

3.1 Calibration of experimental apparatus

As regards the analysis of flow behavior, in order to es-
timate Rc several tests have been conducted only on the
hydraulic circuit varyinghc in the range of 0.14–0.93 m,
whereas the average flow rateQ varies in the range

 688 

Figure 5. Calibration of the probe. Q represents the measured flow rate, Q/Vol is estimated by fitting the BTCs curves of the 689 
probes. The circle line represents the experimental values, the dashed line represents the linear regression. 690 
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Figure 6. Experimental results obtained for the hydraulic test performed on the selected path a) Control head hc vs. time. b) 692 
average flow rate Q (Eq. 19) vs. hydraulic head difference (Eq. 20) c) hydraulic head difference vs. conductance term (Eq. 21) 693 
d) average flow rate Q vs. resistance term evaluated as the inverse of conductance. The circles represent the experimental 694 
values, the dashed line represents the fitting of experimental values, and the marked line represents the functions without the 695 
effect of circuit. 696 
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Fig. 5. Calibration of the probe.Q represents the measured flow
rate,Q/Vol is estimated by fitting the BTCs curves of the probes.
The circle line represents the experimental values, the dashed line
represents the linear regression.

1.77× 10−5–6.80× 10−5 m3 s−1. The relationshiphc–1t

has been fitted by means of Eq. (25) with parametersA

and B equal to 0 (Fig. 4). The coefficientRc results as
Rc = 7.10× 10−5 s2 m−5.

As regards the study of solute transport, the tracer in-
jection device has been connected directly with the flow
cell in which the multi-parametric probe is positioned. Sev-
eral tracer tests have been conducted on this configuration
varying the input flow rate in the range of 3.53× 10−6–
5.32× 10−6 m3 s−1. The observed BTCs show an exponen-
tial decay function that can be expressed as follows:

S(t) = C0 exp

(
−

Q

Vol
t

)
, (26)

where Vol (L3) is the volume of the flow cell,C0 = M0/Vol
(ML−3) is the concentration observed att = 0. Figure 5
shows the experimental relationship between the observed
QandQ/Vol obtained through the fitting of BTCs. The rela-
tionship is linear and the estimated volume of flow cell Vol is
1.237× 10−4 m3, close to the real volume of flow cell equal
to 1.417× 10−4 m3.

3.2 Flow characteristics

Several tests have been conducted for the selected path. The
control headhc varies in the range of 0.17–1.37 m and the
average flow rates observed are in the range of 1.85× 10−6–
1.11× 10−5 m3 s−1. Figure 6 shows the fitting method de-
scribed in the previous section to estimate the linear and
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nonlinear terms equal toA = 4.11× 104 (sm−2) and B =

6.61× 109 (s2 m5) respectively. A nonlinearQ–1h rela-
tionship that is best described by Forchheimer’s equation is
shown in Fig. 6b.

Flow characteristics can be studied through the analysis of
linear (AQ) and quadratic terms (BQ2). These terms repre-
sent the head losses due to viscous and inertial forces respec-
tively and they can be used to analyze flow conditions. The
ratio of nonlinear to linear head losses is the Forchheimer
number:

F0 =
BQ

A
. (27)

Inertial forces dominate over viscous ones at the critical
Forchheimer number (F0 = 1) corresponding in our case to a
flow rate equal toQ = 6.21× 10−6 m3 s−1.

Considering the height of the block equal to 0.08 m the
viscous term is larger than the inertial one as long asq <

77×10−6 m2 s−1. This specific discharge is of the same order
of magnitude as the one found by Qian et al. (2011) in a filled
single fracture (0.250 m height).

Even if inertial forces become dominant at higher flow
rates, Fig. 6c and d show a consistent variation of the conduc-
tance and of the resistance terms respectively. The average
hydraulic conductance in terms of flow rate can be written as

0(Q) =
1

A + BQ
. (28)

 697 

 698 

Figure 7. Flow rate vs. RMSE for ADE and MIM model. 699 
Fig. 7.Flow rate vs. RMSE for ADE and MIM models.

According to the above expression the conductance for Dar-
cian flow can be approximated with the reciprocal ofA and
is equal to 2.43× 10−5 m2 s−1. In correspondence of the crit-
ical Forchheimer number the conductance is less than 50 %,
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 700 

Figure 8. Fitting of BTCs for different flow rate values. cQ/M0 represents the normalized flow mass rate (c is the 701 
concentration of solute, Q is the flow rate, M0 is the mass of the tracer injected at time zero). The squares represent the 702 
experimental values, the red and green line are the analytical solution for ADE and MIM model respectively. 703 
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Fig. 8. Fitting of BTCs for different flow rate values.cQ/M0 rep-
resents the normalized flow mass rate (c is the concentration of so-
lute, Q is the flow rate,M0 is the mass of the tracer injected at
time zero). The squares represent the experimental values, the red
and green line are the analytical solution for ADE and MIM models
respectively.

reaching the value of 1.22× 10−5 m2 s−1. On the basis of
these considerations it could be argued that in the executed
flow experiments both inertial and viscous flow terms are not
negligible.

Generally, in highly fractured aquifers under natural con-
ditions low hydraulic gradients are detectable and inertial
characteristics of the flow field can be negligible. Anthro-
pogenic stresses in the aquifer such as pumping and recharge
scenarios give rise to high hydraulic gradients and conse-
quently the impact of inertial effects cannot be neglected.
Pumping tests with multiple pressure steps should be used for
a more accurate identification of the range of validity of the
Darcian-type relationship and for the quantification of linear
and nonlinear flow relations.

3.3 Solute transport

The aim of this paper is to observe if the presence of inertial
effect and the variation of flow rate can influence the behav-
ior of solute transport. To do that several tests have been con-
ducted for the selected path in order to observe solute trans-
port patterns varying the flow rate in the range 1.20× 10−6–
8.34× 10−6 m3 s−1. Each obtained experimental BTC curve
has been fitted by ADE and MIM models.

Figure 7 shows the root mean square error (RMSE) of
the fitting procedure for ADE and MIM models varying the
flow rate. The MIM model has lower RMSE values than
ADE. In particular, the latter shows maximum RMSE values

 705 

Figure 9. Flow rate vs. the ratio of linear and nonlinear losses to total loss (black line and red line respectively) and flow rate 706 
vs. normalized average flow velocity estimated for ADE and MIM model (black circles and green triangles respectively). 707 

 708 

Figure 10. transport time (L/v) (reciprocal of normalized velocity) and exchange time (1/αααα) (reciprocal of the exchange term) 709 
as a function of flow rate. 710 
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Fig. 9. Flow rate vs. the ratio of linear and nonlinear losses to to-
tal loss (black line and red line respectively) and flow rate vs. nor-
malized average flow velocity estimated for ADE and MIM models
(black circles and green triangles respectively).

for 4× 10−6 m3 s−1 < Q< 6× 10−6 m3 s−1. Figure 8 shows
the measured BTCs fitted by ADE and MIM models si-
multaneously for given average flow rates of 5.98× 10−6,
2.54× 10−6, 1.84× 10−6 and 1.32× 10−6 m3 s−1.

These results demonstrate that the MIM model fits ade-
quately the observed BTCs. However, especially for low val-
ues of flow rate the MIM model does not fit precisely the ex-
perimental BTCs, in fact a “late peak” is observed, probably
due to the presence of a second “delayed” flowpath.

In Fig. 9 the ratio of linear and nonlinear losses to total
head loss has been plotted as function of flow rate. On the
same diagram the experimental relationships of flow rate and
normalized velocity for ADE and MIM models have been
superimposed with ADE underestimating the velocity with
respect to MIM. In the transition between viscous and in-
ertial regime a change in the slope can be evidenced, which
means the setting up of a different behavior. In physical terms
this means that the diagram of velocity profile is flattened be-
cause of inertial forces prevailing on viscous ones. Therefore
the presence of the transitional flow regime leads to a delay
on solute transport with respect to the values that can be ob-
tained under the assumption of a linear flow field.

Figure 10 shows the comparison between the transport
time (L/v) (reciprocal of normalized velocity) and the ex-
change time (1/α) (reciprocal of the exchange term) varying
the flow rate. As the flow rate increases the difference be-
tween transport time and exchange time decreases, and for
high values of flow rates they get closer to each other. Fur-
thermore, in analogy with Fig. 9, when inertial forces begin
to become dominant (F0 ≥ 1) a change in the slope of the re-
lationships (a) transport time vs. flow rate and (b) exchange
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Fig. 10. Transport time (L/v) (reciprocal of normalized velocity)
and exchange time (1/α) (reciprocal of the exchange term) as a func-
tion of flow rate.

time vs. flow rate can be evidenced and as a consequence the
non-equilibrium behavior becomes stronger.

In Fig. 11 the first-order mass exchange termα is plot-
ted as a function of the normalized velocity (v/L). For low
normalized velocity valuesα is constant, while in corre-
spondence of a critical value it starts increasing with a po-
tential function. For the experiment conducted the mass-
transfer coefficient is dependent on flow velocity. This be-
havior is attributable to higher flow velocities that enhance
the exchange between the main flow paths and the diffusion
dominated zone. Several authors have observed variation of
the mass-transfer coefficient between mobile and immobile
water regions with pore-water velocity (van Genuchten and
Wierenga, 1977; Nkedi-Kizza et al., 1984; De Smedt and
Wierenga, 1984; De Smedt et al., 1986; Schulin et al., 1987).
The increase inα with increasing pore-water velocity is at-
tributed to higher mixing in the mobile phase at high pore-
water velocities (De Smedt and Wierenga, 1984) or to shorter
diffusion path lengths as a result of a decrease in the amount
of immobile water (van Genuchten and Wierenga, 1977).

The mobile water fractionβ coefficient exhibits a con-
stant mean value of 0.56 and a weak trend growth as ve-
locity increases. This means that the mobile and immobile
domains present the same size and confirm the presence of
non-equilibrium solute transport behavior.

As regards the Damnkhöler numberDa estimated by
Eq. (14) a linear trend as velocity increases has been de-
tected, its values are in the range 0.39–1.61. According to
Wagner and Harvey (1997) this means that the exchange
transport parameters found for the MIM model are reliable
becauseDa is in the order of magnitude 0.1–1.0.
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Figure 11. Normalized flow velocity vs. first order mass exchange coefficient αααα estimated for MIM model 713 
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Figure 12. Normalized flow velocity vs. normalized dispersion estimated for ADE and MIM model. 719 

 720 

( )
2

0.1495

0.96

D L v

R

=

=

( )
2

0.0524

0.95

D L v

R

=

=

1.5971

2

6.4133

0.9167

v

R

α =
=

Fig. 11.Normalized flow velocity vs. first-order mass exchange co-
efficientα estimated for the MIM model.

The executed solute transport experiments demonstrate
the existence of non-equilibrium solute transport that can
be attributed to multiple flow paths with different velocities
and/or the coexistence of advective and diffusion dominant
regions. This can be proved by two reasons: the MIM model
better interprets the BTCs, and the values assumed by the
Damk̈ohler number show that the advective phenomenon is
of the same order of magnitude as the mass exchange phe-
nomenon. Moreover the presence of transitional flow regime
contributes to enhance the non-equilibrium effects.

This demonstrates that there exists a pronounced mobile-
immobile zone interaction that cannot be neglected and that
leads to a non-equilibrium behavior of solute transport.

Moreover, while the presence of a transitional flow regime
affects the velocity field, it seems not to exert influence on
the behavior of dispersion. In Fig. 12 a linear relationship
is shown between velocity and dispersion both for ADE and
MIM models, with ADE overestimating the dispersion with
respect to MIM, as found by Qian et al. (2011). These experi-
mental results suggest that geometrical dispersion dominates
the effects of Aris–Taylor dispersion. This can be attributable
to two possible mixing processes: the presence of a transient
regime that precedes stationary dispersion and the presence
of complex paths that enhance the geometrical dispersion and
do not allow the development of Aris–Taylor dispersion.

In order to get the Aris–Taylor dispersion regime com-
pletely established the solute must travel over a minimum
distance much larger than the product of velocity and the
characteristic time of transverse diffusion (Eq. 6). In our
case considering a value for molecular diffusion ofDm ≈

1.85× 10−9 m2 s−1, the ratio between the minimum distance
and the length of active path is in the range 2.88–19.61, there-
fore according to Berkowitz and Zou (1996) the Aris–Taylor
dispersion coefficient is time dependent.
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Figure 12. Normalized flow velocity vs. normalized dispersion estimated for ADE and MIM model. 719 

 720 

( )
2

0.1495

0.96

D L v

R

=

=

( )
2

0.0524

0.95

D L v

R

=

=

1.5971

2

6.4133

0.9167

v

R

α =
=

Fig. 12. Normalized flow velocity vs. normalized dispersion esti-
mated for ADE and MIM models.

In the case study, due to the complex, tortuous topology
of the fracture network there may not be an opportunity for
Aris–Taylor dispersion to develop. The obtained results need
to be compared with previous studies carried out in lime-
stone, granite and welded tuff fractures (Kumar et al., 1995;
Yeo et al., 1998; Wan et al., 2000) that found the dominance
of Aris–Taylor dispersion. The previously reported experi-
ments (Detwiler et al., 2000) regard a single fracture in which
the fraction of contact area between the fracture surfaces was
relatively small. The presence of long, simply connected flow
paths permitted Taylor dispersion to “develop”. Instead in
our study a fracture network is present, fracture intersections
interrupt the continuity of flow paths between single fractures
and give rise to velocity fluctuations that enhance geometri-
cal dispersion.

4 Conclusions

In this paper controlled laboratory experiments on flow and
transport have been carried out at bench scale in an artifi-
cially fractured limestone block. For a selected path both hy-
draulic and pulse tracer tests have been conducted. Hydraulic
tests have proved the existence of a nonlinear flow behavior
best described by the Forchheimer’s law. Transition from vis-
cous dominant regime to inertial dominant regime has been
detected.

All experimental BTCs obtained from pulse injection tests
varying the flow rate exhibit a pronounced non-equilibrium
transport regime especially at high flow rates that cannot be
neglected.

The presence of not negligible inertial effects plays an
interesting role on the structure of the flow field and can
lead to the presence of recirculation zones that enhance the
non-equilibrium behavior. These recirculation zones repre-
sent low velocity or stagnant regions that represent the phys-
ical immobile zones. The fact that in the present study the
Damk̈ohler number is close to unity especially for high flow
rates and that the exchange coefficient depends on flow ve-
locity could confirm this hypothesis.

Mass-transfer limitation can have a significant impact on
the mobility of contaminants in groundwater (Maraqa, 2001)
and therefore on the predicted cleanup times.

Berglund and Cvetkovic (1995) proposed an analytical so-
lution for the radial mass flux in a heterogeneous aquifer,
which refers to a simple case of aquifer remediation by the
pump and treat method using an extraction well. The results
showed a large initial drop in concentration followed by a
leveling and a very slow gradual decline. The general ef-
fects of the rate-limited mass-transfer process are a consider-
able increase in cleanup times and that cleanup times tend to
converge towards constant values, where further increase in
pumping rate has no effect in terms of reduced cleanup times.
They concluded that the advantages of using high pumping
rates are small if the recovery of the contaminants in the im-
mobile phase depends on a mass-transfer process character-
ized by a large timescale.

Several studies (Maraqa, 2001; Zimmerman, 1998) sug-
gested a correlation between the mass-transfer coefficient
and pore-water velocity. The increase in the mass-transfer
coefficient with increasing pore-water velocity is attributed
to higher mixing in the mobile phase at high pore-water ve-
locities or to shorter diffusion path lengths.

The existence of a non-Darcian flow regime has showed to
influence the velocity field in that it gives rise to a delay in
solute migration with respect to the predicted value assuming
linear flow.

Instead, the presence of a transitional flow regime seems
not to exert influence on the behavior of dispersion. The
linear-type relationship found between velocity and disper-
sion demonstrates that for the range of imposed flow rates
and for the selected path the geometrical dispersion domi-
nates the mixing process along the fracture network.

Quantification of dispersive transport properties is impor-
tant when delineating protection and capture zones around
pumping wells. The determination of the protection zones is
based on travel time analysis for an imaginary groundwater
pollutant, assuming advective and dispersive transport.

In the case study, an important feature that merits addi-
tional analysis is the fundamental difference between the car-
ried out studies on single fractures (Kumar et al., 1995; Yeo
et al., 1998; Wan et al., 2000) in which Taylor dispersion was
found to occur and the dominance of geometric dispersion in
our complex fracture network.

In most fractures used in previously reported experiments
(Detwiler, 2000), the fraction of contact area between the
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fracture surfaces was relatively small. The resulting long,
simply connected flowpaths permitted Taylor dispersion to
“develop”. In the case study, due to the complex, tortuous
topology of the fracture network there may not be an op-
portunity for Taylor dispersion to develop. Furthermore the
presence of tortuosity may display very different geometrical
features and can have an impact on different transport mech-
anisms such as preferential flow paths, retardation zones and
limited mass exchange between zones.

Increasing evidence indicates that the advection–
dispersion equation has problems in describing solute
transport in fractured media. A mobile–immobile model
has showed to be a better candidate for a conceptual model
(Chen et al., 2010) partially because it has two more fitting
parameters than the ADE, and also because it has recognized
the physical reality of the existence of both mobile and
immobile domains.

In this paper, the MIM model proves to fit adequately the
observed BTCs except for low flow rate values where a “late
peak” is observed, probably due to the presence of a sec-
ond “delayed” flowpath. Further developments of this study
would deal with investigating the performance of more ac-
curate models (Bodin et al., 2007) to predict tracer transport
behavior in a fracture network. Moreover, in order to be able
to generalize the relationships between models parameters
different tracer tests will be carried out for different paths
and for different blocks.

In fractured aquifers, the prolonged BTCs can also be at-
tributed to intermediate storage in zones containing quasi-
immobile groundwater, and slow release into active frac-
tures. These phenomena demonstrate that fractured aquifers
are not always fast-flushing systems, but contaminants can
sometimes remain in immobile fluid regions for long peri-
ods (Goldscheider, 2008). The persistence of some pollutants
creates a costly, remedial challenge in the subsurface.

Due to the complexity of hydrogeologic conditions in tight
formations, setting up a decontamination treatment in frac-
tured rock aquifers is a complex undertaking: traditional re-
mediation processes adopted for porous media cleanup do
not work well for the removal of most pollutants. Ground-
water extraction and treatment systems are not fully effective
in speeding up the aquifer’s remediation, because of diffu-
sive processes that tend to retard a contamination plume’s
advance through a fractured rock aquifer and to substantially
increase the difficulty of purging pollutants from it.

Therefore, the traditional remediation techniques have to
be combined with new innovative techniques that prove to be
effective in speeding up the aquifer’s cleanup.

In classic depollution strategies such as Pump & Treat
system, an induced-hydraulic gradient much higher than the
natural gradient is often necessary to clean up contaminated
groundwater, where non-Darcian flow is expected to occur.
Under these circumstances, the behavior of solute dispersion
needs to be evaluated thoroughly for the full range of flow
regimes.

This study motivates further experimental work to in-
crease our understanding of the controlling mechanisms and
key parameters for flow and transport in fractured media,
and thus make better predictions of the infiltration path of
a solute, the location of trapped contaminants, the effect of
containment or mobilization techniques for pollutants, and
the remediation of contaminated fractured aquifers.

Edited by: G. Fogg
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