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Abstract. In this paper the potential of discharge-based indi-
rect calibration of the probability-distributed model (PDM),
a lumped rainfall-runoff (RR) model, is examined for six se-
lected catchments in Flanders. The concept of indirect cali-
bration indicates that one has to estimate the calibration data
because the catchment is ungauged or scarcely gauged. A
first case in which indirect calibration is applied is that of
spatial gauging divergence: because no observed discharge
records are available at the outlet of the ungauged catchment,
the calibration is carried out based on a rescaled discharge
time series of a very similar donor catchment. Both a cali-
bration in the time domain and the frequency domain (also
known as spectral domain) are carried out. Furthermore, the
case of temporal gauging divergence is considered: limited
(e.g. historical or very recent) discharge records are avail-
able at the outlet of the scarcely gauged catchment. Addition-
ally, no time overlap exists between the forcing and discharge
records. Therefore, only an indirect spectral calibration can
be performed in this case. To conclude also the combination
case of spatio-temporal gauging divergence is considered. In
this last case only limited discharge records are available at
the outlet of a donor catchment. Again the forcing and dis-
charge records are not concomitant, which only makes feasi-
ble an indirect spectral calibration. For most catchments the
modelled discharge time series is found to be acceptable in
the considered cases. In the case of spatial gauging diver-
gence, indirect temporal calibration results in a better model
performance than indirect spectral calibration. Furthermore,
indirect spectral calibration in the case of temporal gauging
divergence leads to a better model performance than indi-
rect spectral calibration in the case of spatial gauging diver-

gence. Finally, the combination of spatial and temporal gaug-
ing divergence does not lead to a notably worse model perfor-
mance compared to the case of spatial gauging divergence.

1 Introduction

The practical application of rainfall-runoff (RR) models re-
quires a proper assignment of the parameter values, also
known as the process of parametrisation or calibration (Duan
et al., 1992). Ideally, this calibration process should be fed
by in situ measurements or remote sensing data. Practical
considerations, however, implicate an alternative strategy. In
a classic calibration framework, the parameter values are ad-
justed until the match between the modelled and observed
output (e.g. discharge) is found to be acceptable. In prac-
tice the conditions to perform an ordinary direct calibration
are not always fulfilled. This implies an indirect calibration
strategy (Montanari and Toth, 2007). In the past decade, the
research concerning indirect calibration has gained attention
in the hydrologic community through the Prediction in Un-
gauged Basins (PUB) initiative (Sivapalan et al., 2003) set
up by the International Association of Hydrological Sciences
(IAHS). In scarcely gauged regions, discharge records may
lack entirely for the catchment of interest, and may only be
available at the outlet of a nearby catchment. This situation
will be indicated in this paper by the term “spatial gaug-
ing divergence”. A technique that copes with this problem
and that has already received a lot of attention in the litera-
ture is that of parameter regionalisation (Seibert, 1999; Merz
and Bloschl, 2004; Parajka et al., 2005; Bardossy, 2007;
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Oudin et al., 2008). According to this approach the model
parameters of an ungauged catchment are estimated based
on the model parameters of other gauged catchments and
other relevant information, e.g. spatial proximity or physi-
cal landscape properties. Another occurring problem in many
scarcely gauged catchments is that of non-concomitant forc-
ing (e.g. precipitation) and discharge records. Consequently,
the modelled discharge cannot be compared to the observa-
tions. Hereafter, this case will be indicated by the term “tem-
poral gauging divergence”. In the case of an indirect cali-
bration approach, it can be expected that the resulting pre-
dictive power of the model will be lower than the predic-
tive power obtained by an ordinary direct calibration. There-
fore, the research question is whether an acceptable predic-
tive power of the model can be obtained in a certain case of
gauging divergence.

An interesting technique useful for parameter estimation
in ungauged and scarcely gauged catchments is spectral cal-
ibration (Montanari and Toth, 2007; Winsemius et al., 2009;
Quets et al., 2010; Castiglioni et al., 2010; Pauwels and
De Lannoy, 2011). In the ordinary form the spectral prop-
erties (e.g. the spectral densityS) of both the observed and
modelled output are matched instead of the time series them-
selves. In order to obtain those properties, one has to perform
a transformation of the time series to the frequency domain.
In the aforementioned cases of spatial and temporal gaug-
ing divergence, it is impossible to carry out a direct spectral
calibration because observed outputs are missing in the cali-
bration period for the catchment under consideration. Conse-
quently the spectral properties of the non-observed discharge
response need to be estimated.Montanari and Toth(2007)
first illustrated the opportunities of indirect spectral calibra-
tion in hydrological modelling using a maximum likelihood
estimator proposed byWhittle (1953). Under the condition of
stationarity, the spectral densities of two observed time series
separated in time have a higher degree of agreement than the
observations in the time domain. This demonstrates the pos-
sibility of obtaining a proper estimate of the spectral density
of a time series based on non-concomitant records. Further-
more, it is possible to carry out the calibration in absence of
discharge records at the outlet of the considered catchment.
The spectral density estimates can then be based on discharge
time series in nearby catchments.

In this paper indirect calibration is applied to the
probability-distributed model (PDM) (Moore, 2007) for six
catchments in Flanders. By alternately considering these
catchments gauged and ungauged, indirect calibration can
be compared to direct calibration in terms of the predic-
tive power of the RR model. Both the cases of spatial and
temporal gauging divergence are examined. Additionally,
the combination of temporal and spatial gauging divergence
is considered.

2 Spectral properties: mathematical background

The spectral densitiesS [L6T−2
] of a discharge time series

without missing records can be approximated by calculat-
ing the periodogramc2

[L6T−2
], which requires a transfor-

mation of the time series to the frequency domain. The dis-
charge time seriesQ(t) [L3T−1

] consisting ofD equally
long time steps (t ∈ [1, . . .,D]) can be written as a Fourier
series (Thibos, 2003):

Q(t)=

N∑
k=0

9(k)

[
a(k)cos

(
2πk

D
(t − 1)

)
+b(k)sin

(
2πk

D
(t − 1)

)]
. (1)

k [−] ∈ [0, . . .,N ] is the harmonic number. Fork > 0 this
variable determines the wavelengthλ [T] of the terms
through the relationshipλ=

L
k

, L [T] being the length of the
time series. If the time series consists of an even number of
time steps, the highest harmonicN =

D
2 (Shannon, 1984)

and9(k) [−] ∈ [
1
2,1, . . .,1,

1
2]. If this is not the case, then

N =
D−1

2 and9(k) ∈ [
1
2,1, . . .,1]. a(k) andb(k) are referred

to as Fourier coefficients. The periodogram is calculated as
c2(k)=9(k2)(a2(k)+ b2(k)). As a consequence the spec-
tral densities fork > 0 are related to the amplitudes of the
contributing goniometric functions. The spectral density for
k = 0, however, is an estimate of the mean of the process.
The spectral densities in function of the harmonic numberk

are also called the density spectrum.
Since discharge time series usually contain record gaps, it

is often not possible to perform this computationally efficient
approximation of the discharge density spectrum. Therefore,
the latter has to be estimated through the Wiener–Khinchin
relationship (Papoulis, 1965; Brown and Hwang, 1992):

S(k)= F[R(τ)]. (2)

F stands for the Fourier transformation.R(τ) [L6T−2
],

known as the correlation function in signal processing dis-
ciplines, is calculated as follows (Papoulis, 1965; Brown and
Hwang, 1992):

R(τ)= E[Q(t)Q(t − τ)]. (3)

Hereinτ [T] stands for the temporal lag. For the calculation,
stationarity of the time series is assumed. It could also be
chosen to use the more commonly known autocorrelation
function:

R′(τ )= E

[
(Q(t)−Q)(Q(t − τ)−Q)

σ 2
Q

]
. (4)

Q [L3T−1
] andσQ [L3T−1

] represent respectively the mean
and standard deviation of the time seriesQ(t) [L3T−1

]. As a
consequence of subtracting the mean of the time series in the
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Fig. 1.General model structure of the PDM (Moore, 2007).

numerator, the first spectral density will become zero. Be-
cause this is considered as a potential information loss, in
the following calibration experiments a preference is given
to Eq. (3). Calculating the entire correlation function (τ ∈

[0,1, . . .,D− 1]) becomes computationally intensive in the
case of long time series. For this reason lower values are
chosen for the maximum lagτmax[T] in this paper. Con-
sequently, the resulting variables are only approximations
of the spectral density estimates, calculated with the full
correlation function.

3 Model description

In this study the PDM, a lumped RR model, is used to sim-
ulate the discharge response in the considered catchments.
The model basically consists of three storages to represent
the water flow paths (see Fig.1). The probabilistic distributed
soil moisture storageS1 [L] receives the net precipitation in-
put (P − aET) [LT−1

], P [LT−1
] and aET[LT−1

] respec-
tively being the gross precipitation and actual evapotranspi-
ration. Based on the concept of Dunnian runoff (Dunne and
Black, 1970), the net precipitation is partitioned into direct
runoff Qdi [LT−1

] and drainageQdr [LT−1
]. The former is

converted to surface runoffQr [LT−1
] through a fast surface

storage (cascade of two linear reservoirs), the latter to base
flow Qb [LT−1

] through a slow subsurface storage. The sum
of surface runoff and base flow equals the total discharge
Qt [LT−1

], which can be multiplied by the catchment area
A [L2

] in order to get the volumetric discharge (see remainder
of the article). The more detailed mathematical description
of the PDM can be found in AppendixA. The model version
in this research makes use of 12 parameters. An overview is
given in Table1. Additionally, the estimated lower and up-
per boundaries of these parameters in Flemish catchments
are provided (Cabus, 2008).

Table 1. Overview of the PDM parameters with indication of the
lower and upper boundaries for catchments in Flanders.

Parameter Units Lower boundary Upper boundary

cmax [L] 160 5000
cmin [L] 0 300
b [–] 0.1 2
be [–] 1 2
k1 [T] 0.9 40
k2 [T] 0.1 15
kb [L−2T−1] 0 5000
kg [T ] 700 25 000
St [L] 0 150
bg [–] 1 1
tdly [T] 0 10
qc [LT−1

] −4.08 0.03

4 Site description and data availability

Figure2 shows a preselection of 32 catchments in the Scheldt
and Yser basins in Flanders. The drainage areas range from
2 to 265km2. The size of the catchments considered in this
study is thus rather small. The catchments are delineated
based on a digital elevation model (DEM) with a spatial
resolution of 25 m using the algorithms described inJen-
son and Domingue(1988). For every catchment hourly dis-
charge records are available at the outlet for five consecutive
years (2006–2010). Hourly precipitation and potential evap-
otranspiration forcing records were obtained from the Flem-
ish Environment Agency (VMM) monitoring network. Pre-
cipitation and potential evapotranspiration time series were
available for the period 2005–2010 in respectively 14 and 4
weather stations (see Fig.2). The year 2005 is used to ini-
tialise the PDM. Catchment specific forcing data were ob-
tained using inverse square distance weighing (see Eq.5)
(Weber and Englund, 1992). It was decided to only include
the three most nearby weather stations in the interpolation
(N = 3).

z(xi,yi, t)=

N∑
k=1

[
(xi − xk)

2
+ (yi − yk)

2
]−1

N∑
j=1

[
(xi − xj )2 + (yi − yj )2

]−1
z(xk,yk, t) (5)

Hereinz(xi,yi, t) is the interpolated forcingz at the point of
gravity (xi ,yi) of catchmenti at timestept . z(xk,yk, t) is the
forcing record measured at thek-th weather station out of
N at location (xk,yk) and at timestept . Furthermore, raster
data with a spatial resolution of 25m regarding land cover
and soil type were obtained from the Flemish Geographical
Information Agency (FGIA).

A subgroup of six catchments (see Table2) is further se-
lected for the calibration experiments. In the remainder of
this paper, these catchments are considered to be ungauged
or scarcely gauged and will be referred to with the term “au-
tochthonous catchments”. The subgroup is chosen in order to
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Fig. 2. The spatial spreading of the 32 catchments included in this study. The autochthonous catchments considered to be ungauged and
the donor catchments are coloured green and red, respectively. Stations with precipitation and potential evapotranspiration measurement are
indicated with crosses and circles, respectively.

obtain a certain diversity with respect to geographical loca-
tion, drainage area, land cover, soil type, geomorphology and
morphometry. In this way a certain bias in the conclusions of
the calibration experiments should be minimised. In Fig.2
the autochthonous catchments are coloured green.

5 Estimation of the spectral densities

First it should be made clear that the density spectra calcu-
lated following Eq. (2) are already approximations of the real
spectra because of the finiteness of the used time series and
the observation error. However, this is not indicated in the
mathematical notation of Eq. (2) (S instead ofŜ). The no-
tation Ŝ is used in this study to indicate that the spectrum
is indirectly estimated because the catchment is ungauged or
scarcely gauged (see below).

5.1 Case of spatial gauging divergence

In order to estimate the density spectrum of the au-
tochthonous discharge time series in the case of spatial gaug-
ing divergence, a donor catchment approach is introduced.
This implies for every autochthonous catchment the identi-
fication of the catchment in the population of 31 remaining
catchments with the most similar discharge density spectrum.
In practice, this identification has to be performed indirectly
because the autochthonous density spectrum is unknown. In
this research a selection based on five catchment properties
is proposed to identify the best donor catchment. The differ-
ence in drainage area and the mutual distance between the

points of gravity are considered to be the most determining
properties. The drainage area is an important indicator of the
discharge magnitude and thus the spectral density magnitude.
Also the time constant of the hydrological response is influ-
enced by this property (Post and Jakeman, 1996), which in
turn influences the density spectrum. The drainage area dis-
similarity between catchmentsi andj is expressed by a nor-
malised dissimilarity index NDIA [−]:

NDIA(i,j)=
|Ai −Aj |

Amax−Amin
. (6)

Ai [L2
] is the drainage area of catchmenti. The subscripts

max and min indicate respectively the higest and lowest
drainage area value in the population of 32 catchments. The
mutual distance between the points of gravity of two catch-
ments can serve as a measure for the difference in the ob-
served meteorologic pattern. Significant differences in the
latter can be reflected in the spectral properties of the dis-
charge time series. The normalised dissimilarity with respect
to the mutual distance is calculated by the NDID [−]:

NDID(i,j)=
Di,j

Dmax
. (7)

Di,j [L] is the distance between catchmenti andj .Dmax[L]

is the maximum distance between two catchments in the pop-
ulation. Another catchment property having an influence on
the spectral density of a discharge time series is the land
topography. For instance, steeper catchments are generally
characterised by a higher surface runoff. Therefore, the high

Hydrol. Earth Syst. Sci., 17, 2001–2016, 2013 www.hydrol-earth-syst-sci.net/17/2001/2013/
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Table 2.Overview of the selected autochthonous catchments and corresponding properties.A is the drainage area of the catchment.Sme is
the local slope (mean slope of a grid cell) averaged over all grid cells within the catchment. sc%max and lc%max are respectively the soil
class and land cover class with the highest relative area within the catchment.

No. autochthonous catchmentA [km2
] Sme [%] sc%max lc%max

3 Merkem–Martjevaart 78 2.74 Sandy loam (81%) Cultivated fields (75%)
7 Oostkamp–Rivierbeek 63 2.02 Sand (73%) Cultivated fields (49%)
11 Huise–Plankbeek 5 3.85 Sandy loam (98%) Cultivated fields (90%)
15 Nederzwalm–Zwalmbeek 106 5.48 Loam (70%) Cultivated fields (69%)
25 Bertem–Voer 36 6.43 Loam (75%) Cultivated fields (62%)
30 Rummen–Melsterbeek 150 2.47 Loam (75%) Cultivated fields (62%)

frequency parts of the discharge density spectrum (largek)
will be higher than will be the case in horizontal catch-
ments. In order to let this property interfere in the selection of
the donor catchments, the following normalised dissimilarity
index is introduced:

NDIR(i,j)=
|Sme,i − Sme,j |

Sme,max− Sme,min
. (8)

Sme,i [%] is the mean local slope of catchmenti. The local
slope is calculated at the grid cell scale. The subscripts max
and min indicate respectively the highest and lowest mean
local slope in the population of 32 catchments. Soil com-
position and land cover are also incorporated in the selec-
tion framework. Both properties have an important influence
on the infiltration rate and thus the runoff in a catchment.
Therefore, soil composition and land cover can possibly have
a proper influence on the pattern of the discharge density
spectrum. The NDIS[−] and NDIL [−] are proposed to re-
spectively account for dissimilarities in soil composition and
land cover.

NDIS(i,j)=

NB∑
k=1

φk
|sc%k,i − sc%k,j |

sc%k,max− sc%k,min
(9)

NDIL(i,j)=

NL∑
k=1

χk
|lc%k,i − lc%k,j |

lc%k,max− lc%k,min
(10)

NB andNL are the number of soil and land cover classes.
The relative areas of a certain soil or land cover classk are
presented by sc%k [%] and lc%k [%]. Again, the highest and
lowest values for the considered variables are indicated with
the subscripts max and min, respectively. Important to notice
are the weightsφk [−] andχk [−]. Those are equal to the
mean relative area of a particular soil or land cover class in
the two catchments to be compared. In this way rare soil or
land cover classes cannot have a large influence on the donor
catchment selection.

To assess the total dissimilarity between two catchments,
a weighted sum of the aforementioned indices is calculated.
In this study the following weights are used: 0.3 for the NDIA
and NDID, 0.2 for the NDIR and 0.1 for the NDIS and NDIL .

A high weight is given to the NDID because proximity is
generally an important indicator for the hydrological resem-
blance between two catchments (Oudin et al., 2008). The
weights given to the other (catchment specific) indices are
based on the analysed strength of the relationships between
the spectral densities and those properties (drainage area>

mean local slope> soil composition, land cover). For ev-
ery autochthonous catchment the catchment with the lowest
general dissimilarity is selected as the donor catchment. Ta-
ble 3 gives an overview of the selected donor catchments.
The same order is preserved as in Table2; so for exam-
ple catchment Reninge–Kemmelbeek is the donor catchment
for catchment Merkem–Martjevaart. In Fig.2 the six donor
catchments are coloured red.

Subsequently, a rescaling of the donor discharge records
is performed in order to improve the autochthonous time-
series estimate. This rescaling (see Eq.11) is based on the
drainage area of the autochthonous and donor catchment be-
cause of the proper linear relationship (Pearson’s correlation
coefficientR = 0.87) between mean discharge (period 2006–
2009) and the drainage area in the population of 32 Flemish
catchments.

Q̂aut(t)=
Aaut

Adon
Qdon(t) (11)

Q̂aut(t) [L3T−1
] is the estimated autochthonous discharge

time series;Qdon(t) [L3T−1
] is the donor discharge time

series.Aaut[L2
] and Adon[L2

] are the drainage areas of
the autochthonous and donor catchment, respectively. Based
on the aforementioned relationship between a time series
and the corresponding spectral density spectrum, the es-
timated density spectrum of the autochthonous catchment
Ŝaut(k) [L6T−2

] can be calculated as follows:

Ŝaut(k)=
A2

aut

A2
don

Sdon(k). (12)

HereinSdon(k) [L6T−2
] is the density spectrum of the donor

discharge records. In Figs.3 (k = 0) and4 (k > 0) the ac-
tual and estimated root squared spectral densities of the
discharge time series (period 2006–2009) in the six au-
tochthonous catchments are presented. The maximum time

www.hydrol-earth-syst-sci.net/17/2001/2013/ Hydrol. Earth Syst. Sci., 17, 2001–2016, 2013
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Table 3.Overview of the selected donor catchments and corresponding properties.A is the drainage area of the catchment.Sme is the local
slope (mean slope of a grid cell) averaged over all grid cells within the catchment. sc%max and lc%max are respectively the soil class and
land cover class with the highest relative area within the catchment.

N◦ Donor catchment A [km2
] Sme [%] sc%max lc%max

2 Reninge–Kemmelbeek 72 2.89 Sandy loam (86%) Cultivated fields (76%)
5 Sint-Michiels–Kerkebeek 59 1.83 Sand (86%) Cultivated fields (41%)
22 Opwijk–Vondelbeek 5 2.58 Sandy loam (85%) Cultivated fields (69%)
21 Essene–Bellebeek 88 4.92 Loam (77%) Cultivated fields (66%)
24 Heverlee–Voer 49 6.35 Loam (77%) Cultivated fields (64%)
27 Ransberg–Velpe 97 3.50 Sandy loam (55%) Cultivated fields (68%)

3 7 11 15 25 30
0

0.5

1

1.5

Catchment no

S1
/
2

[m
3
s−

1

Fig. 3.Actual (black) vs. estimated (grey) root squared spectral den-
sity (k = 0) of the discharge time series for the six autochthonous
catchments in the case of spatial gauging divergence (period 2006–
2009). The estimates are rescaled root squared densities of the donor
discharge time series.

lag τmax[T] considered is 3 months. For certain catchments
(e.g. Oostkamp–Rivierbeek and Bertem–Voer) a good match
is obtained. This is however not the case for all catch-
ments (e.g. Merkem–Martjevaart: spectral density fork = 0,
Rummen–Melsterbeek: spectral densities fork > 0).

5.2 Case of temporal gauging divergence

The assumption of stationarity has as a consequence an in-
variable density spectrum. In the case of temporal gauging
divergence, it is thus assumed that the density spectrum of
the limited non-overlapping discharge time series is a good
estimate of the density spectrum of the time series overlap-
ping with the forcing records. In Figs.5 (k = 0) and6 (k > 0)
the root squared density spectra of the periods 2006–2007
and 2008–2009 are compared for the six catchments under
consideration. A proper match is found, and this to a greater
extent for the high frequency parts of the spectra.

6 Calibration and validation

6.1 Test set-up

In this section, different calibration experiments are carried
out in order to optimise the PDM for the autochthonous
catchments considered in this study. Evaluation of the over-
all performance of the RR model is the main objective in this
study. Therefore a multiple-year calibration period and a one-
year validation period are considered. Furthermore the eval-
uation is carried out by aggregate assessment indicators. The
calibration period runs from 1 January 2006 through 31 De-
cember 2009. The year 2005 serves as a initialisation year for
the RR model. The first experiment encompasses a compar-
ison between direct temporal calibration and direct spectral
calibration. With regard to the latter, also the relationship be-
tween the maximum lagτmax of the correlation function and
the resulting model performance is examined. Furthermore
the effect of assigning more weight to particular parts of the
density spectrum in the objective function is examined. In
a second experiment, the case of spatial gauging divergence
is further examined. Direct spectral calibration is compared
to indirect calibration in the time and frequency domain. For
both indirect calibration set-ups, the estimates for the time
series and spectral density are based on discharge records at
the outlet of the donor catchments. The third experiment fo-
cusses on the case of temporal gauging divergence. The au-
tochthonous discharge time series used in the calibration is
limited and does not overlap with the forcing records. Addi-
tionally, in a fourth experiment a non-overlapping donor dis-
charge time series is used in the calibration to examine the
combined effect of spatial and temporal gauging divergence
on the calibration of the hydrological model. The code names
and properties of all calibration set-ups are listed in Table4.

Because of the stochastic nature of the calibration al-
gorithm (see below), each calibration set-up is applied
three times for every autochthonous catchment. All re-
peated optimisations are assessed using four aggregate in-
dicators: the Pearson correlation coefficient (R), the rela-
tive absolute bias (BIASn), the relative root mean square
error (RMSEn) and the Nash–Sutcliffe coefficient (NS)

Hydrol. Earth Syst. Sci., 17, 2001–2016, 2013 www.hydrol-earth-syst-sci.net/17/2001/2013/
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Fig. 4. Actual (solid line) vs. estimated (dashed line) root squared density spectrum (k > 0) of the discharge time series for the six au-
tochthonous catchments in the case of spatial gauging divergence (period 2006–2009). The estimates are rescaled root squared densities of
the donor discharge time series.

Table 4.Overview of the applied calibration set-ups.

Experiment Code Domain Gauging τmax Weight
divergence [months] type

1, 2, 3, 4 T-D Time – – –
1 F-D-1-0 Frequency – 1 –
1, 2 F-D-3-0 Frequency – 2 –
1 F-D-12-0 Frequency – 3 –
1 F-D-3-1 Frequency – 3 1
1 F-D-3-2 Frequency – 3 2
1 F-D-3-3 Frequency – 3 3
2 T-IS Time Spatial – –
2 F-IS-3-0 Frequency Spatial 3 –
3 F-IT-3-0 Frequency Temporal 3 –
4 F-IST-3-0 Frequency Spatio-temporal 3 –

(Nash and Sutcliffe, 1970):

R =

n∑
t=1

[Qobs(t)−Qobs][Qsim(t)−Qsim]√
n∑
t=1

[Qobs(t)−Qobs]
2

√
n∑
t=1

[Qsim(t)−Qsim]2

(13)

BIASn =
1

Qobs
|
1

n

n∑
t=1

[Qobs(t)−Qsim(t)]| (14)

RMSEn=
1

Qobs

√√√√1

n

n∑
t=1

[Qobs(t)−Qsim(t)]2 (15)

NS= 1−

n∑
t=1

[Qobs(t)−Qsim(t)]
2

n∑
t=1

[Qobs(t)−Qobs]
2
. (16)

Qobs[L3T−1
] andQsim[L3T−1

] are the observed and sim-
ulated discharge values, respectively.Qobs[L

3T−1
] and

Qsim[L3T−1
] are the mean observed and simulated dis-

charge, respectively. For every autochthonous catchment and
calibration set-up, the assessment indicators of the repetition
characterised by the lowest RMSEn are retained. The abso-
lute bias and RMSE are divided by the mean observed dis-
charge in order to obtain four dimensionless indicators. In
this form it is possible to average the retained indicators over
the six catchments without giving more weight to the indica-
tors of catchments characterised by a high mean discharge.
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Fig. 5.Actual (black) vs. estimated (grey) root squared spectral den-
sity (k = 0) of the discharge time series for the six autochthonous
catchments in the case of temporal gauging divergence (period
2006–2007). The estimates are root squared densities of the au-
tochthonous discharge time series during the period 2008–2009.

As hydrologic models increasingly become more sophis-
ticated, the iterative parameter adjustments in the calibra-
tion process are usually performed by specific optimisation
algorithms. Commonly used algorithms in hydrologic mod-
elling are, for example, genetic algorithms (Reed et al., 2000)
like the shuffled complex evolution algorithm (SCE-UA)
(Duan et al., 1992), local and multistart simplex methods
(Gan and Biftu, 1996), particle swarm optimisation (PSO)
(Kennedy and Eberhart, 1995), simulated annealing (SA)
(Thyer et al., 1999), etc. In this research particle swarm
optimisation (PSO) (Kennedy and Eberhart, 1995) is ap-
plied as optimisation algorithm. The ability of PSO to find
optimal solutions for hydrological modelling issues has al-
ready been demonstrated in various studies (Gill et al., 2006;
Scheerlinck et al., 2009; Tolson et al., 2009; Zhang and
Chiew, 2009; Mousavi and Shourian, 2010; Liu and Han,
2010; Pauwels and De Lannoy, 2011). This swarm intelli-
gence algorithm is based on the movement of different par-
ticles throughout then-dimensional parameter space. This
movement is controlled by the particle’s own history of posi-
tions (and thus related values of the objective function) and
that of neighbouring particles, resulting in a so-called global
behaviour. In order to adjust this behaviour so that a con-
vergence to the global optimum is found, a parametrisation
of the calibration algorithm is required. The type of PSO
applied in this paper is characterised by the parameter vec-
tor ψ = [NiNk c1c2wδ]

T (for description parameters, see
Table5).
Ni andNk are assigned a value of respectively 30 and 36

(Pauwels and De Lannoy, 2011). The main reason for giving
a fixed value toNi andNk in advance is to reduce the di-
mension of the parameter vector to be optimised. The values
of the remaining parameters are selected out of the following

discrete intervals, also applied inPauwels and De Lannoy
(2011):

1. c1 ∈ {0.8,1.0, . . .,1.8}

2. c2 ∈ {1.0,1.2, . . .,2.2}

3. w ∈ {0.2,0.4,0.6}

4. δ ∈ {0.2,0.4,0.6}.

For every parameter combination a direct temporal calibra-
tion of the PDM is performed for the catchment Merkem–
Martjevaart. The selection of the optimal parameter vector
is based on the RMSE between then observed discharge
recordsQobsand model simulationsQsim. The lowest RMSE
(0.637m3s−1) is found with ψ = [30361.82.20.20.4]

T.
There is a problem of equifinality (Beven and Binley, 1992)
as a high amount of parameter combinations give near op-
timal RMSEs. Due to practical considerations the above-
mentioned most optimal set is applied in all of the follow-
ing calibration set-ups.Ni andNk have an influence on the
convergence of the algorithm. Because the case presented in
Pauwels and De Lannoy(2011) is not entirely comparable to
this study, the convergence had to be checked for the follow-
ing calibration experiments. Convergence is indeed obtained
in the experiments, which indicates that the values forNi and
Nk are well chosen.

The model calibration is followed by a validation. The
validation period runs from 1 January 2010 till 31 Decem-
ber 2010. For this the year 2009 is used to initialise the PDM.
As in the calibration the same four dimensionless indicators
are used (averaged over the six autochthonous catchments)
to make an assessment of the calibration set-ups.

6.2 Results and discussion

6.2.1 Experiment 1: direct temporal vs. spectral
calibration

In this first experiment direct temporal calibration is com-
pared to direct spectral calibration. With regard to the former,
the RMSE between the observed and simulated discharges is
used as objective function, which implicitly assumes a nor-
mal distribution of the residuals. Spectral calibration on the
other hand makes use of a spectral objective function. For
example this can be the RMSE between the spectral den-
sities of the observed and simulated time series. However,
better results are achieved by an RMSE between the root
squared spectral densities (Quets et al., 2010; Pauwels and
De Lannoy, 2011). This type of calibration is fundamentally
different from the above-mentioned time domain calibration.
Because the spectral properties are calculated by a Fourier
transformation of the correlation function, a matching of the
those properties will result more in a matching of the cor-
relation structure of the observed and modelled time series
(Montanari and Toth, 2007). So a calibration in the spectral
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Fig. 6. Actual (solid line) vs. estimated (dashed line) root squared density spectrum (k > 0) of the discharge time series for the six au-
tochthonous catchments in the case of temporal gauging divergence (period 2006–2007). The estimates are root squared densities of the
autochthonous discharge time series during the period 2008–2009.

Table 5.Overview of PSO algorithm parameters.

Parameter Description

Ni Particle population size
Nk Iterations
c1 Cognitive parameter
c2 Social parameter
w Inertion weight
δ Velocity limiter

domain is more about matching the shape characteristics of
the observed and modelled time series. As the spectral den-
sity for k = 0 is an estimate of the time-series mean, giv-
ing a considerate weight to this density in the objective func-
tion should also result in a bias minimisation. Furthermore,
it should be emphasised that the error between observed and
modelled root squared spectral densities cannot be assumed
to be normal in the case of normal time domain residuals.
However, for sake of simplicity the RMSE between the root
squared spectral densities is applied as objective function
in this research. As mentioned in the introduction,Monta-
nari and Toth(2007) made use of another objective function,
based on the Whittle likelihood estimator. First of all this ob-
jective function does not include the first harmonic. Further-
more, statistically seen this estimator is more appropriate as
a spectral objective function. However, the use of this estima-
tor requires a full characterisation of the model error, which
is in fact not entirely known. Therefore it is chosen not to use
this estimator.

First, the influence of the maximum lag of the correlation
function τmax on the post-calibration model performance is
examined. Three values forτmax are proposed: 1, 3 and 12
months. In Fig.7 (upper-left subplot) the averaged assess-

ment indicators for the calibration period (2006–2009) are
compared for set-ups T-D, F-D-1-0, F-D-3-0 and F-D-12-0.
It is clear that discharge is mostly better simulated after a cal-
ibration in the time domain (higherR, higher NS coefficient
and lower RMSEn). A clearly poorer model performance can
be noted when applying a lowτmax. This is probably due to
the information loss, which is a consequence of the limitation
of the correlation function. As can be expected in the valida-
tion period (see Fig.7, upper-right subplot), the BIASn and
RMSEn worsened for all four set-ups compared to the cali-
bration period. This is however not entirely the case for the
R and NS coefficient. Furthermore, the set-ups relate differ-
ently with regard to model performance. For three out of four
assessment indicators, temporal calibration still leads to bet-
ter results; however, the differences with spectral calibration
using aτmax of 3 months are very small. Spectral calibra-
tion with the longest correlation function (τmax = 12 months)
leads to a poorer BIASn, RMSEn and NS coefficient com-
pared to spectral calibration based on the correlation func-
tion with τmax = 3 months. Correlation function values at
higher lags represent more noise effects than physical sys-
tem characteristics. If longer correlation functions are con-
sidered, more weight is given to noise effects in the calibra-
tion process. This could explain why spectral calibration with
a longer correlation function does not necessarily lead to the
best model performance in the validation period. Because of
this observation aτmax value of 3 months is proposed for all
following spectral calibration set-ups. A second influence on
the calibration exercise examined in this experiment is giv-
ing weights to certain parts of the density spectrum in the
objective function. This is performed by the principle of ex-
ponential clustering (see Fig.8). Three types of weights are
proposed:

www.hydrol-earth-syst-sci.net/17/2001/2013/ Hydrol. Earth Syst. Sci., 17, 2001–2016, 2013



2010 N. De Vleeschouwer and V. R. N. Pauwels: Assessment of indirect calibration

1−R BIASn RMSEn 1−NS
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

in
di

ca
to

r 
va

lu
e 

[−
]

 

 

1−R BIASn RMSEn 1−NS
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

in
di

ca
to

r 
va

lu
e 

[−
]

 

 
T−D
F−D−1−0
F−D−3−0
F−D−12−0

1−R BIASn RMSEn 1−NS
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

in
di

ca
to

r 
va

lu
e 

[−
]

 

 

1−R BIASn RMSEn 1−NS
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

in
di

ca
to

r 
va

lu
e 

[−
]

 

 
F−D−3−0
F−D−3−1
F−D−3−2
F−D−3−3

1−R BIASn RMSEn 1−NS
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

in
di

ca
to

r 
va

lu
e 

[−
]

 

 

1−R BIASn RMSEn 1−NS
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

in
di

ca
to

r 
va

lu
e 

[−
]

 

 
T−D
T−IS
F−D−3−0
F−IS−3−0
F−IT−3−0
F−IST−3−0

Fig. 7. Comparative bar charts of the assessment indicator values
for the different calibration set-ups. Left panels: calibration period,
right panels: validation period. The red lines show the average in-
dicator values in case of random sampling the parameters in the
confined parameter space, considered in this study.

– Type 1: the spectral densities fork < 9 retain their
value. Exponential clustering and averaging over those
clusters is applied fromk = 9 tok =N . Higher weights
are thus assigned to the low frequency part of the den-
sity spectrum.

– Type 2: the spectral density fork = 0 is not considered
in the objective function. Exponential clustering and
averaging over those clusters is applied fromk = 1 to
k =N . Higher weights are thus assigned to the low fre-
quency part of the density spectrum with a zero weight
for the first spectral density.

– Type 3: exponential clustering and averaging over those
clusters is applied fromk =N to k = 0. Higher weights
are thus assigned to the high frequency part of the den-
sity spectrum.

It can be concluded from Fig.7 (middle subplots) that giv-
ing weights to certain parts of the density spectrum generally

Fig. 8. Principle of exponential clustering and averaging
(exponent 2).

does not lead to a better model performance in the calibra-
tion and validation period. This applies to a greater extent
for weight types 2 and 3. It is clear that barely or not taking
into account the density fork = 0 generally leads to a worse
model performance. Bias minimisation apparently results in
a better model performance. Because of the aforementioned
conclusions, no types of weight are applied in the indirect
spectral calibrations of experiments 2, 3 and 4.

6.2.2 Experiment 2: indirect spectral calibration
in the case of spatial gauging divergence
(set-up F-IS-3-0)

This second calibration experiment focusses on the discharge
prediction in an autochthonous catchment without available
discharge records at the outlet. However, discharge records
are available at the outlet of a donor catchment in the same
time window as the forcing records monitored in the au-
tochthonous catchment (spatial gauging divergence). Two
calibration strategies are undertaken: a temporal calibration
on the rescaled donor discharges (see Eq.11) (set-up T-IS)
and a spectral calibration on the root squared spectral den-
sities of the rescaled donor discharges (see Eq.12) (set-up
F-IS-3-0). A first observation in the calibration period (see
Fig. 7, lower-left subplot) is the reduced model performance
after an indirect calibration compared to a direct calibration.
Amongst others this can be explained by the rescaling of the
donor discharges. Donor catchment selection and rescaling
based on the drainage area namely is not a perfect estimating
framework for the mean and shape of the discharge signa-
ture. Furthermore indirect temporal calibration clearly leads
to a better model performance than indirect spectral calibra-
tion.R, BIASn and NS do not change strongly in the valida-
tion period (see Fig.7, lower-right subplot). RMSEn on the
other hand again increases more clearly. In the case of spa-
tial gauging divergence, it seems to be recommended to ap-
ply indirect temporal calibration. This should however be nu-
anced. The spatial dimensions considered in this research are
rather small (magnitude kilometres). Due to this proximity
the time lapse for a certain meteorological event to happen in
the autochthonous and donor catchment will be rather small
(magnitude minutes–hours). If however the distance between
the autochthonous and donor catchment is larger, the time
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Fig. 9. Scatter plots of observed and simulated discharge in catch-
ment Oostkamp–Rivierbeek for calibration set-ups T-D (1), T-IS
(2), F-IS-3-0 (3), F-IT-3-0 (4) and F-IST-3-0 (5) in the calibration
(left) and validation (right) period.

lapse increases (magnitude hours–days). It is even possible
that the same meteorological event will not pass over both
catchments. The applicability of indirect temporal calibra-
tion should therefore be evaluated in advance based on the
proximity between the autochthonous and donor catchment.

6.2.3 Experiment 3: indirect spectral calibration in the
case of temporal gauging divergence
(set-up F-IT-3-0)

In this experiment limited discharge records are available for
the autochthonous catchments; however, they are not con-
comitant with the forcing records. Specifically for this ex-

periment the time window of the observed discharge time
series runs from 1 January 2008 through 31 December 2009.
Forcing records are available from 1 January 2006 through
31 December 2007. In this way there is no overlap between
the forcing and discharge records. The density spectrum of
the observed discharge time series serves as an estimate for
the density spectrum of the discharge time series concur-
rent with the available forcing records. The indicator values
of set-up F-IT-3-0 in Fig.7 (lower-left subplot) are based
on the discharge simulations over the shortened calibration
period (2006–2007). With exception of the NS coefficient,
both direct spectral calibration and indirect spectral calibra-
tion in the case of temporal gauging divergence exhibit, al-
most similar indicator values during the calibration period.
Compared to indirect spectral calibration in the case of spa-
tial gauging divergence almost similar (R) or better indica-
tor values (BIASn, RMSEn and NS) are obtained in the case
of temporal gauging divergence. This will be due to the fact
that the calibration data are observed at the outlet of the au-
tochthonous catchment itself and not in a donor catchment.
For the considered data set interannual discharge variation
within the same catchment is thus smaller than discharge
variation between the most similar catchments within the
same year (in the calibration period). It should be empha-
sised that in this experiment the non-concomitant discharge
and forcing time series are situated very close together in
time. It is not unimaginable that the assessment indicators
could turn worse in case of a larger time lapse. For exam-
ple many former colonies dispose of historical hydrological
data because post-colonial civil warfare hindered hydrolog-
ical monitoring (Winsemius et al., 2006, 2009). These his-
torical time series are often incomplete and are characterised
by a larger measurement uncertainty. It is also possible that
over time the meteorological conditions or the hydrological
response of the catchment changes, for example, by an an-
thropogenic influence (Immerzeel and Droogers, 2008; Coe
et al., 2011). All of this can limit the success of indirect spec-
tral calibration in the case of temporal gauging divergence. In
the validation period (see Fig.7, lower-right subplot) the fol-
lowing is observed: all assessment indicators of the indirect
spectral calibration (set-up F-IT-3-0) are almost comparable
to those obtained with direct spectral calibration (set-up F-D-
3-0). Furthermore only the RMSE and NS coefficient are no-
tably worse compared to the value obtained in the calibration
period. It can be concluded that indirect spectral calibration
based on limited autochthonous discharge time series (set-up
F-IT-3-0) results in a better model performance than indirect
spectral calibration based on rescaled donor discharges (set-
up F-IS-3-0).
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6.2.4 Experiment 4: indirect spectral calibration in the
case of spatio-temporal gauging divergence (set-
up F-IST-3-0)

Experiment 4 is a combination of experiments 2 and 3. In
this case no discharge observations are available at the out-
let of the autochthonous catchment. In a very similar donor
catchment, limited discharge records are available. However,
no overlap exists between the time windows of the donor dis-
charges and the forcing records in the autochthonous catch-
ment. In this particular experimental design, discharge time
series are available in the donor catchment from 1 Jan-
uary 2008 through 31 December 2009 and forcing data from
1 January 2006 through 31 December 2007. The density
spectrum of the donor discharges will serve as an estimate
for the density spectrum of the autochthonous discharge time
series concurrent with the available forcing records. The indi-
cator values of set-up F-IST-3-0 in Fig.7 (lower-left subplot)
are also based on the discharge simulations over the short-
ened calibration period (2006–2007). Because of the double
introduced uncertainty in the calibration data, it is not illog-
ical to assume that calibration set-up F-IST-3-0 would lead
to a poorer model performance than set-ups F-IT-3-0 and F-
IS-3-0. However, the assessment indicators in the calibration
and validation period (see Fig.7, lower subplots) indicate
that the model performance is comparable to set-up F-IS-3-
0. This again indicates that in this study the introduced error
on donor-based calibration data is much larger than the error
on non-concomitant autochthonous-based calibration data.

The values presented in Fig.7 only show values averaged
over all six catchments. This is interesting in order to assess
the general performance for an average catchment in Flan-
ders. However, a significant variability is observed over the
six catchments. As illustration in Figs.9 and10 the scatter
plots are shown resulting from the direct temporal calibration
set-up (T-D) and the four indirect calibration set-ups (T-IS,
F-IS-3-0, F-IT-3-0 and F-IST-3-0) for catchment Oostkamp–
Rivierbeek and Rummen–Melsterbeek. Figure11shows cor-
responding observed and simulated hydrograph for a cer-
tain part of the validation period. In catchment Oostkamp–
Rivierbeek very good indirect estimates of the calibration
data are obtained. This results in very good indirect calibra-
tions which could, depending on the set-up (e.g. set-up F-
IST-3-0), be comparable to the time domain calibration. This
shows the real potential of the presented indirect calibration
techniques. However like the spectral density estimates and
discharge simulations for catchment Rummen–Melsterbeek
make clear, so far indirect calibration does not always lead to
good model performances. In future research making use of
other relevant information as for example correlation prop-
erties of precipitation time series (Toth, 2013) could possi-
bly lead to an improved estimation of the calibration data. It
should therefore be made clear which catchment properties
have the highest predictive power for calibration data in a

Fig. 10.Scatter plots of observed and simulated discharge in catch-
ment Rummen–Melsterbeek for calibration set-ups T-D (1), T-IS
(2), F-IS-3-0 (3), F-IT-3-0 (4) and F-IST-3-0 (5) in the calibration
(left) and validation (right) period.

particular ungauged catchment. In this way more robust esti-
mation frameworks for calibration data could be developed.

7 Conclusions

In this paper, an assessment is made of indirect calibration
of the PDM for six (autochthonous) catchments in Flanders,
considered to be ungauged or scarcely gauged. As calibra-
tion, algorithm PSO is applied. The described results are
based on rather small catchments (magnitude 10–100 km2)
with a high proximity to each other (magnitude kilome-
tres). The different calibration set-ups are evaluated on the
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Fig. 11.Comparison of the observed and simulated time series for
calibration set-ups T-D (1), T-IS (2), F-IS-3-0 (3), F-IT-3-0 (4) and
F-IST-3-0 (5) in catchments Oostkamp–Rivierbeek and Rummen–
Melsterbeek. A part of the validation period is shown.

basis of four assessment indicators (R, BIASn, RMSEn and
NS). Those are averaged over the six autochthonous catch-
ments. Consequently, the discussed results are valid for an
average catchment in Flanders. The first calibration experi-
ment focusses on direct spectral calibration. For this, the root
squared spectral densities of the autochthonous discharge
time series are incorporated in the objective function. The ex-
periment revealed that higher values for the maximum lag of
the correlation function (τmax) result in a better model per-
formance during the calibration period. This is not neces-
sarily the case in the validation period. Furthermore giving
more weight to certain parts of the density spectrum dur-
ing the spectral calibration generally does not lead to bet-
ter model performances. In experiments 2, 3 and 4 indi-

rect calibration is examined in the cases of spatial, tempo-
ral and spatio-temporal gauging divergence. In those cases
the calibration is based on the root squared spectral densi-
ties of rescaled donor discharge records, non-overlapping au-
tochthonous discharge records and non-overlapping rescaled
donor discharge records. Except for some specific indicator
values, the model performance decreased compared to di-
rect calibration but remained at an acceptable level for most
catchments. With regard to indirect calibration in the case of
spatial gauging divergence, better results were obtained us-
ing indirect temporal calibration vs. indirect spectral calibra-
tion. Indirect temporal calibration is however impossible to
execute in the case of temporal and spatio-temporal gauging
divergence. Therefore only indirect spectral calibration is ap-
plied in experiments 3 and 4. Generally better model perfor-
mances were obtained in experiment 3 compared to experi-
ment 2. This is due to the high uncertainty associated with
the estimation of a density spectrum of an autochthonous
discharge time series based on donor discharges. For certain
catchments this can introduce a bias in the model results. It
was expected that the model performance in experiment 4
would be worse than in experiment 2 and 3 because a double
source of uncertainty is introduced in the calibration data.
However, the assessment indicators show that this does not
have to be the case.

This paper has shown that a certain potential exists for in-
direct calibration of a rainfall-runoff model (in particular in-
direct spectral calibration) in the case of spatial, temporal and
spatio-temporal gauging divergence in ungauged catchments.
Future research should focus on a refinement of the calibra-
tion framework (e.g. more complex objective functions, bet-
ter estimation of the spectral densities, etc.) and on making
the estimation of the calibration data more robust to guaran-
tee a good indirect calibration. It could be challenging but
interesting to examine the link between specific catchment
properties (e.g. topography, land cover, precipitation signa-
tures, etc.) and the resulting model performance after indirect
calibration. For example it may be worthwhile to test whether
indirect spectral calibration is more suitable in catchments
with certain shape characteristics of the hydrograph (e.g. a
short time to peak, a long recession period).

Appendix A

Equations of the PDM (Moore, 2007)

In the following section not further specified variables are
model parameters and can be found in Table1.

In the preparatory first step, five constants need to be cal-
culated. The calculation of the maximum store capacity of
the soil moisture storageSmax[L] is based on the minimum
(cmin [L]) and maximum absorption capacity (cmax[L]):

Smax =
b(cmin + cmax)

b+ 1
. (A1)
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The constantsδ1 [−], δ2 [−],ω0 [−] andω1 [−] are computed
using the time constants of the first (k1 [h]) and second sur-
face storage (k2 [h]):

δ1 = e
−
1t
k1 + e

−
1t
k2 (A2)

δ2 = e
−
1t
k1 e

−
1t
k2 (A3)

ω0 =
k1(e

−
1t
k1 − 1)− k2(e

−
1t
k2 − 1)

k2 − k1
(A4)

ω1 =
k2(e

−
1t
k2 − 1)e

−
1t
k1 − k1(e

−
1t
k1 − 1)e

−
1t
k2

k2 − k1
. (A5)

The actual evapotranspiration aET[LT−1
] is calculated on

the basis of the potential evapotranspiration pET[LT−1
], the

store capacity in the soil moisture storageS1 [L] at the previ-
ous time step andSmax[L].

aET(t)= pET(t)

(
1−

[
Smax− S1(t − 1)

Smax

]be
)

(A6)

For the calculation of the drainageQdr [LT−1
], S1 [L] of

the previous time step and the parameterskg [T], St [L] and
bg [−] are required:

if S1(t − 1)≤ St,

Qdr(t) = 0;

if S1(t − 1) > St,

Qdr(t) =
1
kg
(S1(t − 1)− St)

bg.

(A7)

Next, the net precipitationπ [LT−1
] can be calculated as fol-

lows:

π(t)= P(t)− aET(t)−Qdr(t). (A8)

Consequently the direct runoffQdi [LT−1
] can be computed

using the critical store capacityC∗
[L] of the previous time

step, π [LT−1
] and the parameterscmin [L], cmax[L] and

b [−]:

if C∗(t − 1)+π(i)1t < cmax,

Qdi(t)1t = π(t)1t −
cmax−cmin
b+1

[
cmax−C

∗(t−1)
cmax−cmin

]b+1

+
cmax−cmin
b+1

[
cmax−C

∗(t−1)−π(t)1t
cmax−cmin

]b+1
;

if C∗(t − 1)+π(t)1t ≥ cmax,

Qdi(t)1t = π(t)1t −
cmax−cmin
b+1

([
cmax−C

∗(t−1)
cmax−cmin

]b+1
)

+C∗(t − 1)+π(t)1t − cmax.

(A9)

Onceπ [LT−1
] andQdi [LT−1

] are known for the current
time step,S1 [L] can be calculated for the current time step:

if S1(t)≤ 0,
S1(t) = 0;

if 0 < S1(t) < Smax,

S1(t) = S1(t − 1)+ (π(t)−Qdi(t))1t;

if S1(t)≥ Smax,

S1(t) = Smax.

(A10)

C∗
[L] can be calculated on the current time step on the basis

of S1 [L] at the current time step,Smax[L] and the parameters
cmin [L], cmax[L] andb [−]:

if C∗(t)≤ 0,
C∗(t) = 0;

if C∗(t)≥ cmax,

C∗(t) = cmax− (cmax− cmin)

([
Smax−S1(t)
Smax−cmin

] 1
b+1
)

;

if C∗(t)≥ cmax,

C∗(t) = cmax.

(A11)

The capacity store of the subsurface storageS3 [L] is com-
puted usingS3 at the previous time step,Qdr [LT−1

] at the
current time step and the parameterkb [L−2T−1

].

S3(t)= S3(t − 1)−
e−3kbS

2
3(t−1)1t

− 1

3kbS
2
3(t − 1)

(Qdr(t)− kbS
3
3(t − 1)) (A12)

Making use of S3 [L] and kb [L−2T−1
], the base flow

Qb [LT−1
] can be calculated:

if Qb(t)≤ 0,
Qb(t) = 0;

if Qb(t) > 0,
Qb(t) = kbS

3
3(t).

(A13)

The surface runoffQr [LT1
] is calculated as follows:

Qr(t)= −δ1Qr(t − 1)− δ2Qr(t − 2)+ω0Qd(t)

+ω1Qd(t − 1). (A14)

Eventually the total dischargeQt [LT1
] can be calculated as

the sum ofQr andQb:

Qt(t)=Qr(t)+Qb(t). (A15)
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