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Abstract. In this paper the potential of discharge-based indi- gence. Finally, the combination of spatial and temporal gaug-
rect calibration of the probability-distributed model (PDM), ing divergence does not lead to a notably worse model perfor-
a lumped rainfall-runoff (RR) model, is examined for six se- mance compared to the case of spatial gauging divergence.
lected catchments in Flanders. The concept of indirect cali-
bration indicates that one has to estimate the calibration data

because the catchment is ungauged or scarcely gauged. A

first case in which indirect calibration is applied is that of 1 Introduction

spatial gauging divergence: because no observed discharge

records are available at the outlet of the ungauged catchmenfhe practical application of rainfall-runoff (RR) models re-
the calibration is carried out based on a rescaled discharg@uires a proper assignment of the parameter values, also
time series of a very similar donor catchment. Both a cali-known as the process of parametrisation or calibratref
bration in the time domain and the frequency domain (also€t al, 1992. Ideally, this calibration process should be fed
known as spectral domain) are carried out. Furthermore, th®Y in situ measurements or remote sensing data. Practical
case of temporal gauging divergence is considered: limitegconsiderations, however, implicate an alternative strategy. In
(e_g_ historical or very recent) discharge records are avail& classic calibration frameWOfk, the parameter values are ad-
able at the outlet of the scarcely gauged catchment. Additionjusted until the match between the modelled and observed
ally, no time overlap exists between the forcing and dischargeutput (e.g. discharge) is found to be acceptable. In prac-
records. Therefore, only an indirect spectral calibration cartice the conditions to perform an ordinary direct calibration
be performed in this case. To conclude also the combinatior’€ not always fulfilled. This implies an indirect calibration
case of spatio-temporal gauging divergence is considered. Itrategy Montanari and Toth2007). In the past decade, the
this last case only limited discharge records are available atesearch concerning indirect calibration has gained attention
the outlet of a donor catchment. Again the forcing and dis-in the hydrologic community through the Prediction in Un-
charge records are not concomitant, which only makes feasigauged Basins (PUB) initiativeS{vapalan et al.2003 set

ble an indirect spectral calibration. For most catchments thé/P by the International Association of Hydrological Sciences
modelled discharge time series is found to be acceptable iflAHS). In scarcely gauged regions, discharge records may
the considered cases. In the case of spatial gauging divetack entirely for the catchment of interest, and may only be
gence, indirect temporal calibration results in a better modeBvailable at the outlet of a nearby catchment. This situation
performance than indirect spectral calibration. FurthermoreWill be indicated in this paper by the term “spatial gaug-
indirect spectral calibration in the case of temporal gaugingind divergence”. A technique that copes with this problem
divergence leads to a better model performance than indiand that has already received a lot of attention in the litera-

rect spectral calibration in the case of spatial gauging diverture is that of parameter regionalisatice{bert 1999 Merz
and Bloschl 2004 Parajka et a).2005 Bardossy 2007,
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Oudin et al, 2008. According to this approach the model 2 Spectral properties: mathematical background
parameters of an ungauged catchment are estimated based

on the model parameters of other gauged catchments anBihe spectral densitieS[L®T~2] of a discharge time series
other relevant information, e.g. spatial proximity or physi- Without missing records can be approximated by calculat-
cal landscape properties. Another occurring problem in manyng the periodograna?[L®T~2], which requires a transfor-
scarcely gauged catchments is that of non-concomitant forcmation of the time series to the frequency domain. The dis-
ing (e.g. precipitation) and discharge records. Consequentlygharge time serie® (1) [L3T1] consisting of D equally
the modelled discharge cannot be compared to the observdeng time steps#(e [1,..., D]) can be written as a Fourier
tions. Hereafter, this case will be indicated by the term “tem-series Thibos 2003:

poral gauging divergence”. In the case of an indirect cali-

N
bration approach, it can be expected that the resulting prep) ;) — Zq,(k) [a(k)cos(%(t _ 1)>

dictive power of the model will be lower than the predic- =0

tive power obtained by an ordinary direct calibration. There- 2k

fore, the research question is whether an acceptable predic- +b(k)5in<?(t - 1))} . (1)
tive power of the model can be obtained in a certain case of

gauging divergence. k[-1€[0,...,N] is the harmonic number. Fdr> O this

An interesting technique useful for parameter estimationvariable determines the waveleng®{T] of the terms
in ungauged and scarcely gauged catchments is spectral cahrough the relationship = % L [T] being the length of the
ibration (Montanari and Toth2007 Winsemius et a).2009 time series. If the time series consists of an even number of
Quets et al. 201Q Castiglioni et al. 201Q Pauwels and time steps, the highest harmoni= 2 (Shannon 1984

De Lannoy 2011). In the ordinary form the spectral prop- and w(k)[—]€[3,1,...,1, 1]. If this is not the case, then
erties (e.g. the spectral densify of both the observed and ,; _ DT—l andv (k) e [% 1,....1]. a(k) andb (k) are referred
modelled output are matched instead of the time series themy, o5 Fourier coefficients. The periodogram is calculated as
selves. In order to obtain those properties, one has to perforngz(k) — W(k?)(a2(k) + b2(k)). As a consequence the spec-
a transformation of the time series to the frequency domainyg gensities fork > 0 are related to the amplitudes of the
In the aforementioned cases of spatial and temporal gaugontributing goniometric functions. The spectral density for
ing divergence, it is impossible to carry out a direct spectral, _ 5 however. is an estimate of the mean of the process.

calibration because observed outputs are missing in the calir,g spectral densities in function of the harmonic numiber
bration period for the catchment under consideration. Consez e 4150 called the density spectrum.

quently the spectral properties of the non-observed discharge
response need to be estimatdbntanari and Toth2007) s often not possible to perform this computationally efficient

first illustrated the opportunities of indirect spectral calibra- approximation of the discharge density spectrum. Therefore,

tion in hydrological modelling using a maximum likelihood  {he |atter has to be estimated through the Wiener—Khinchin
estimator proposed By/hittle (1953. Under the condition of relationship Papoulis 1965 Brown and Hwang1992):
stationarity, the spectral densities of two observed time series

separated in time have a higher degree of agreement than thgx) = F[R(1)]. 2)
observations in the time domain. This demonstrates the pos-
sibility of obtaining a proper estimate of the spectral density # stands for the Fourier transformatio®(z)[L8T~2],
of a time series based on non-concomitant records. Furthelknown as the correlation function in signal processing dis-
more, it is possible to carry out the calibration in absence ofciplines, is calculated as follow®#époulis 1965 Brown and
discharge records at the outlet of the considered catchmenHwang 1992:
The spectral density estimates can then be based on discharge
time series in nearby catchments. R(t) =E[Q(1)Q(r —1)]. (3)

In this paper indirect calibration is applied to the
probability-distributed model (PDM)Moore, 2007 for six Hereint [T] stands for the temporal lag. For the calculation,
catchments in Flanders. By a|ternate|y Considering thesétaﬁonarity of the time series is assumed. It could also be
catchments gauged and ungauged, indirect calibration caghosen to use the more commonly known autocorrelation
be compared to direct calibration in terms of the predic-function:
tive power of the RR model. Both the cases of spatial and |:

Since discharge time series usually contain record gaps, it

temporal gauging divergence are examined. Additionally,R/(T):E
the combination of temporal and spatial gauging divergence
is considered.

(4)

2

Q) —=0)(Qu—1)=0)
O’Q ’

QIL3T1] andog [L3T~1] represent respectively the mean
and standard deviation of the time ser@&)[L3T1]. As a
consequence of subtracting the mean of the time series in the
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P Table 1. Overview of the PDM parameters with indication of the
¢ ¢ ¢ ¢ 0, E 0, lower and upper boundaries for catchments in Flanders.
£ Parameter  Units Lower boundary  Upper boundary
T T 4 cmax L] 160 5000
0, Cmin [L] 0 300
— > b [ 0.1 2
g be [ 1 2
k1 [T] 0.9 40
vYyy ko [T] 0.1 15
0, 0, kiy L2171 o 5000
5 > kg (T] 700 25000
St [L] 0 150
bg -] 1 1
Fig. 1. General model structure of the PDMI¢ore, 2007). tdly [T] 0 10
qc LT-14 —4.08 0.03

numerator, the first spectral density will become zero. Be-

cause thi; is considgred as a potential informatioq Io;s, i Site description and data availability

the following calibration experiments a preference is given

to Eq. @). Calculating the entire correlation functiom €  Figure2 shows a preselection of 32 catchments in the Scheldt
[0,1,..., D —1]) becomes computationally intensive in the and Yser basins in Flanders. The drainage areas range from
case of long time series. For this reason lower values are to 265knf. The size of the catchments considered in this
chosen for the maximum lagmax[T] in this paper. Con-  study is thus rather small. The catchments are delineated
sequently, the resulting variables are only approximationspased on a digital elevation model (DEM) with a spatial
of the spectral density estimates, calculated with the fullresolution of 25m using the algorithms describedJen-
correlation function. son and Domingué1988. For every catchment hourly dis-
charge records are available at the outlet for five consecutive
years (2006—-2010). Hourly precipitation and potential evap-
otranspiration forcing records were obtained from the Flem-
In this study the PDM, a lumped RR model, is used to sim-1Sh Environment Agency (VMM) monitoring network. Pre-
ulate the discharge response in the considered catchmentgPitation and potential evapotranspiration time series were
The model basically consists of three storages to represertvailable for the period 2005-2010 in respectively 14 and 4
the water flow paths (see Fif). The probabilistic distributed Weather stations (see Fig). The year 2005 is used to ini-
soil moisture storagsi [L] receives the net precipitation in- talise the PDM. Catchment specific forcing data were ob-
put (P —aET)[LT1], P[LT~1] and aETLT-1] respec- tained using inverse square dlstanceT weighing (;eeSEq.
tively being the gross precipitation and actual evapotranspi{Veber and EnglundL9932). It was decided to only include
ration. Based on the concept of Dunnian run@fiine and the three most nearby weather stations in the interpolation
Black, 1970, the net precipitation is partitioned into direct (N =3).

runoff Qgi[LT~1] and drainageQEi[LTfl]. The former is N[ — 302+ O _yk)z]—l
converted to surface runof, [L T~ "] through a fast surface z(xi, yi,t) = Z N

storage (cascade of two linear reservoirs), the latter to base k=15 [ —x)2 + (i _yj)2]‘l
flow Qp[L T~1] through a slow subsurface storage. The sum j=1

of surface runoff and base flow equals the total dischargeqereinz(x;, y;, ) is the interpolated forcing at the point of

Qt[LT~1], which can be multiplied by the catchment area gravity (v;,y;) of catchment at timestep.. z(x¢, y¢. 1) is the

A[L?]in order to get the volumetric discharge (see remaindefforcing record measured at titeth weather station out of

of the article). The more detailed mathematical descriptiony at location §,y;) and at timestep. Furthermore, raster

of the PDM can be found in Append. The model version  gata with a spatial resolution of 25m regarding land cover

in this research makes use of 12 parameters. An overview igng soil type were obtained from the Flemish Geographical

given in Tablel. Additionally, the estimated lower and up- |nformation Agency (FGIA).

per boundaries of these parameters in Flemish catchments A subgroup of six catchments (see TaB)eis further se-

are provided Cabus 2008. lected for the calibration experiments. In the remainder of
this paper, these catchments are considered to be ungauged
or scarcely gauged and will be referred to with the term “au-
tochthonous catchments”. The subgroup is chosen in order to

3 Model description

z2(xk, ye, ) (5)
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Legend
[ ] Ungauged catchments
[ ] Donor catchments
0 25 50 75 100 + Precipitation
Kilometers O Potential evapotranspiration

Fig. 2. The spatial spreading of the 32 catchments included in this study. The autochthonous catchments considered to be ungauged anc
the donor catchments are coloured green and red, respectively. Stations with precipitation and potential evapotranspiration measurement ar
indicated with crosses and circles, respectively.

obtain a certain diversity with respect to geographical loca-points of gravity are considered to be the most determining
tion, drainage area, land cover, soil type, geomorphology angbroperties. The drainage area is an important indicator of the
morphometry. In this way a certain bias in the conclusions ofdischarge magnitude and thus the spectral density magnitude.
the calibration experiments should be minimised. In Rig. Also the time constant of the hydrological response is influ-
the autochthonous catchments are coloured green. enced by this propertyPpst and Jakemai996), which in
turn influences the density spectrum. The drainage area dis-
similarity between catchmentsandj is expressed by a nor-

5 Estimation of the spectral densities malised dissimilarity index NQY[—]:

First it should be made clear that the density spectra calcu- o |A;i — A

lated following Eq. R) are already approximations of the real NDIAG, /) = A — A (6)
spectra because of the finiteness of the used time series and maxomin

the observation error. However, this is not indicated in the 4, [L?] is the drainage area of catchmentThe subscripts

mathematical notation of Eq2) (S instead of$). The no-  max and min indicate respectively the higest and lowest
tation § is used in this study to indicate that the spectrum drainage area value in the population of 32 catchments. The
is indirectly estimated because the catchment is ungauged qfiutual distance between the points of gravity of two catch-
scarcely gauged (see below). ments can serve as a measure for the difference in the ob-
served meteorologic pattern. Significant differences in the
latter can be reflected in the spectral properties of the dis-

In order to estimate the density spectrum of the au- charge time series. The normalised dissimilarity with respect
Yy sp to the mutual distance is calculated by the NDH]:

tochthonous discharge time series in the case of spatial gaug-
ing divergence, a donor catchment approach is introduced. o Di

This implies for every autochthonous catchment the identi-NDIp (G, j) = D . O
fication of the catchment in the population of 31 remaining max

catchments with the most similar discharge density spectrumbD;_; [L] is the distance between catchméeand j. Dmax[L]

In practice, this identification has to be performed indirectly is the maximum distance between two catchments in the pop-
because the autochthonous density spectrum is unknown. lalation. Another catchment property having an influence on
this research a selection based on five catchment propertighe spectral density of a discharge time series is the land
is proposed to identify the best donor catchment. The differ-topography. For instance, steeper catchments are generally
ence in drainage area and the mutual distance between theharacterised by a higher surface runoff. Therefore, the high

5.1 Case of spatial gauging divergence
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Table 2. Overview of the selected autochthonous catchments and corresponding propeigiése drainage area of the catchmefe is
the local slope (mean slope of a grid cell) averaged over all grid cells within the catchmep{a,cafil Ic%nax are respectively the soil
class and land cover class with the highest relative area within the catchment.

No. autochthonous catchment A [kmz] Sme[%)]  SCY%max Ic%max

3 Merkem—Martjevaart 78 2.74 Sandy loam (81%) Cultivated fields (75 %)
7 Oostkamp—Rivierbeek 63 2.02 Sand (73 %) Cultivated fields (49 %)
11 Huise—Plankbeek 5 3.85 Sandy loam (98%) Cultivated fields (90 %)
15 Nederzwalm—-Zwalmbeek 106 5.48 Loam (70%) Cultivated fields (69 %)
25 Bertem-\Voer 36 6.43 Loam (75%) Cultivated fields (62 %)
30 Rummen-Melsterbeek 150 2.47 Loam (75 %) Cultivated fields (62 %)

frequency parts of the discharge density spectrum (lajge A high weight is given to the NIy because proximity is

will be higher than will be the case in horizontal catch- generally an important indicator for the hydrological resem-

ments. In order to let this property interfere in the selection ofblance between two catchmen@udin et al, 2008. The

the donor catchments, the following normalised dissimilarity weights given to the other (catchment specific) indices are

index is introduced: based on the analysed strength of the relationships between
the spectral densities and those properties (drainage-area

) (8) mean local slope- soil composition, land cover). For ev-

memax — Sme min ery autochthonous catchment the catchment with the lowest

Sme. [%] is the mean local slope of catchmentThe local general dissimilarity is selected as the donor catchment. Ta-

slope is calculated at the grid cell scale. The subscripts ma>pIe 3 gives an overview of the selected donor catchments.

and min indicate respectively the highest and lowest mear;rhe same order is preserved as in TaBjeso for exam-

local slope in the population of 32 catchments. Soil com-Ple catchment Reninge—Kemmelbeek is the donor catchment
position and land cover are also incorporated in the selecIor catchment Merkem-Martjevaart. In Figthe six donor

tion framework. Both properties have an important influencecatChrnents are coloured .red. .

on the infiltration rate and thus the runoff in a catchment. Subsequently, a rescaling of the donor discharge records
Therefore, soil composition and land cover can possibly havé.S performed in order to improve the autochthonous time-

a proper influence on the pattern of the discharge densit%e”_es estlmate.f'tl'hhls re;scaltlag (see Hg ('js basedtorr: thet b
spectrum. The NDy[—] and NDJ [—] are proposed to re- rainage area of the autochthonous and donor catchment be-

g cause of the proper linear relationship (Pearson’s correlation

NDIg(i, j) = <mer —omei L

spectively account for dissimilarities in soil composition an

land cover coefficientR = 0.87) between mean discharge (period 2006—
. 2009) and the drainage area in the population of 32 Flemish
NDIs(i, /) = f:d) |sc%,; —sc%, ;| ) catchments.
s = kSC%c,max— SC%, min A _ Aaut
k=1 Qaut(t) = Aq Qdon(t) (11)
on

|IC%k,i — IC%k,j|

(10) Qau®) [L3T71] is the estimated autochthonous discharge
|C%k’max_ |C%k,min

time series;Qqon(?) [L3T~1] is the donor discharge time
_ series. Aaut[L?] and Agon[L?] are the drainage areas of
Ng and N are the number of soil and land cover classes.ihe autochthonous and donor catchment, respectively. Based
The relative areas of a certain soil or land cover classe o the aforementioned relationship between a time series
presented by scf4%] and Ic% [%]. Again, the highestand 504 the corresponding spectral density spectrum, the es-

lowest values for the considered variables are indicated withjyated density spectrum of the autochthonous catchment
the subscripts max and min, respectively. Important to noticegaut(k) [L6T~2] can be calculated as follows:

are the weightsp; [—] and xx [—]. Those are equal to the

mean relative area of a particular soil or land cover class iny A2

the two catchments to be compared. In this way rare soil orautk) = A2 Sdon(k). (12)

land cover classes cannot have a large influence on the donor don

catchment selection. Herein Sqon(k) [L8 T~2] is the density spectrum of the donor
To assess the total dissimilarity between two catchmentsgischarge records. In Fig8.(k = 0) and4 (k > 0) the ac-

a weighted sum of the aforementioned indices is calculatedtual and estimated root squared spectral densities of the

In this study the following weights are used3@or the NDly discharge time series (period 2006—2009) in the six au-

and NDb, 0.2 for the NDk and Q1 for the NDk and NDL_. tochthonous catchments are presented. The maximum time

NL
NDILG. j) =Y xk
k=1
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Table 3. Overview of the selected donor catchments and corresponding propdrtiethe drainage area of the catchmefye is the local
slope (mean slope of a grid cell) averaged over all grid cells within the catchmenfas@d Ic%nax are respectively the soil class and
land cover class with the highest relative area within the catchment.

N°  Donor catchment A [km2] Sme[%]  SC%max Ic%max
2 Reninge-Kemmelbeek 72 2.89 Sandy loam (86%) Cultivated fields (76 %)
5 Sint-Michiels—Kerkebeek 59 1.83 Sand (86 %) Cultivated fields (41 %)
22  Opwijk—Vondelbeek 5 2.58 Sandy loam (85%) Cultivated fields (69 %)
21  Essene-Bellebeek 88 492 Loam (77 %) Cultivated fields (66 %)
24  Heverlee—\Voer 49 6.35 Loam (77 %) Cultivated fields (64 %)
27 Ransberg—\Velpe 97 3.50 Sandy loam (55%) Cultivated fields (68 %)
1.5 6 Calibration and validation

6.1 Testset-up

In this section, different calibration experiments are carried
out in order to optimise the PDM for the autochthonous
catchments considered in this study. Evaluation of the over-
0.5F 1 all performance of the RR model is the main objective in this
study. Therefore a multiple-year calibration period and a one-
year validation period are considered. Furthermore the eval-
n uation is carried out by aggregate assessment indicators. The
calibration period runs from 1 January 2006 through 31 De-
cember 2009. The year 2005 serves as a initialisation year for
the RR model. The first experiment encompasses a compar-
Fig. 3. Actual (black) vs. estimated (grey) root squared spectral denison between direct temporal calibration and direct spectral
sity (k = 0) of the discharge time series for the six autochthonouscglibration. With regard to the latter, also the relationship be-
catchments in _the case of spatial gauging divergencg .(period 2006myeen the maximum lagnax Of the correlation function and
2_009). The'estlmat_es are rescaled root squared densities of the dongr, resulting model performance is examined. Furthermore
discharge time series. the effect of assigning more weight to particular parts of the
density spectrum in the objective function is examined. In
a second experiment, the case of spatial gauging divergence

lag Tmax[T] considered is 3 months. For certain catchments i ; ¢ I
(e.g. Oostkamp—Rivierbeek and Bertem-Voer) a good matchs further examined. Direct spectral calibration is compared

is obtained. This is however not the case for all catch-t© indirect calibration in the time and frequency domain. For
both indirect calibration set-ups, the estimates for the time

series and spectral density are based on discharge records at
the outlet of the donor catchments. The third experiment fo-
5.2 Case of temporal gauging divergence cusses on the case of temporal gauging divergence. The au-
tochthonous discharge time series used in the calibration is
The assumption of stationarity has as a consequence an ifimited and does not overlap with the forcing records. Addi-
variable density spectrum. In the case of temporal gaugingionally, in a fourth experiment a non-overlapping donor dis-
divergence, it is thus assumed that the density spectrum ofharge time series is used in the calibration to examine the
the limited non-overlapping discharge time series is a goodcombined effect of spatial and temporal gauging divergence
estimate of the density spectrum of the time series overlapon the calibration of the hydrological model. The code names
ping with the forcing records. In FigS.(k = 0) and6 (k > 0) and properties of all calibration set-ups are listed in Tdble
the root squared density spectra of the periods 2006-2007 Because of the stochastic nature of the calibration al-
and 2008-2009 are compared for the six catchments undegorithm (see below), each calibration set-up is applied
consideration. A proper match is found, and this to a greatethree times for every autochthonous catchment. All re-
extent for the high frequency parts of the spectra. peated optimisations are assessed using four aggregate in-
dicators: the Pearson correlation coefficieRl,(the rela-
tive absolute bias (BIASn), the relative root mean square
error (RMSEN) and the Nash-Sutcliffe coefficient (NS)

0 [~
3 7 11 15 25 30
Catchment n°

ments (e.g. Merkem—Martjevaart: spectral densitykfer O,
Rummen-Melsterbeek: spectral densitieskfor 0).
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Fig. 4. Actual (solid line) vs. estimated (dashed line) root squared density speckrn®) of the discharge time series for the six au-
tochthonous catchments in the case of spatial gauging divergence (period 2006—2009). The estimates are rescaled root squared densities

the donor discharge time series.

Table 4. Overview of the applied calibration set-ups.

Experiment Code Domain Gauging Tmax Weight
divergence [months] type
1,234 T-D Time - - -
1 F-D-1-0 Frequency - 1 -
1,2 F-D-3-0 Frequency - 2 -
1 F-D-12-0  Frequency - 3 -
1 F-D-3-1 Frequency - 3 1
1 F-D-3-2 Frequency - 3 2
1 F-D-3-3 Frequency — 3 3
2 T-IS Time Spatial - -
2 F-1S-3-0 Frequency Spatial 3 -
3 F-1T-3-0 Frequency Temporal 3 -
4 F-IST-3-0 Frequency Spatio-temporal 3 -
(Nash and Sutcliffe1970:
; 2
& — — [Qobs(?) — Osim(?)]
>~ [Qobs(t) = Cobsl @sim(1) — Csim D
R— =1 (13) NS=1-— . (16)
= > [Qonbs(t) — Qobs]2
=1

> [Qobs(t) = Qobsl? [ - [Qsim(t) — Osiml?
=1 =1
Qobs[L3T~1] and Qsim[L3T~] are the observed and sim-
ulated discharge values, respectivel9ps[L3T~1] and
Qsm[L3T~1] are the mean observed and simulated dis-

1 1¢ charge, respectively. For every autochthonous catchment and
BIASh = =/~ Z[QObS(t) = Qsim(®)]] (14) calibration set-up, the assessment indicators of the repetition

n
obs Ti=1 characterised by the lowest RMSEn are retained. The abso-
lute bias and RMSE are divided by the mean observed dis-
charge in order to obtain four dimensionless indicators. In
B this form it is possible to average the retained indicators over
RMSEn= _1 } Z[Qobs(l) — Qsim()]2 (15) the six catchments without giving more weight to the indica-
Qobs\| " i=1 tors of catchments characterised by a high mean discharge.
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15 discrete intervals, also applied Pauwels and De Lannoy
(201D:

1. ¢1€{08,10,...,1.8}
T 2. c2€{1.0,1.2,...,2.2}
k) 3. w € {0.2,0.4,0.6}
3 osh ] 4. § €{0.2,0.4,0.6}.

tion of the PDM is performed for the catchment Merkem—
Martjevaart. The selection of the optimal parameter vector
is based on the RMSE between theobserved discharge
recordsQopsand model simulation®sim. The lowest RMSE

Fig. 5. Actual (black) vs. estimated (grey) root squared spectral den{0.637nfs 1) is found with ¢ =[303618220.20.4]".

sity (k = 0) of the discharge time series for the six autochthonousThere is a problem of equifinalitydgven and Binley1992
catchments in the case of temporal gauging divergence (periogs a high amount of parameter combinations give near op-
2006-2007). The estimates are root squared densities of the ayjmal RMSEs. Due to practical considerations the above-
tochthonous discharge time series during the period 2008—-2009. mentioned most optimal set is applied in all of the follow-
ing calibration set-upsV; and Ny have an influence on the
convergence of the algorithm. Because the case presented in
As hydrologic models increasingly become more sophis-P"?uJWeIS and De Lanndg01] is not entirely comparable to
ticated, the iterative parameter adjustments in the caIibraEhIS study, the convergence had to be checked for the follow-
. ' s .~ "ing calibration experiments. Convergence is indeed obtained
tion process are usually performed by specific optlmlsatlonin the experiments, which indicates that the values\foand
algorithms. Commonly used algorithms in hydrologic mod- N, are well choser;

elling are, for example, genetic algorithni®ged et al.2000 :

like the shuffled complex evolution algorithm (SCE-UA) Vaﬁgaeﬁg?dzlriggl'rt;rr?:cf’rnorls Ioj]lg\r,]vj:r b;oa]_g?il;;j g?ogé;hrﬁ_
(Duan et al. 1992, local and multistart simplex methods P y

(Gan and Bifty 1996, particle swarm optimisation (PSO) ber 2010. For this the year 2009 is used to initialise the PDM.

: : As in the calibration the same four dimensionless indicators
(Kennedy and Eberhart993, _S|mulated a””e?‘"”g (SA) are used (averaged over the six autochthonous catchments)
(Thyer et al, 1999, etc. In this research particle swarm to make an assessment of the calibration set-ups
optimisation (PSO) Kennedy and Eberhartl995 is ap- '
plied as optimisation algorithm. The ability of PSO to find g 5 Results and discussion
optimal solutions for hydrological modelling issues has al-
ready been demonstrated in various stud@&# €tal. 2006 ~ 6.2.1 Experiment 1: direct temporal vs. spectral

n For every parameter combination a direct temporal calibra-

0 |l
3 7 11 15 25 30
Catchment n°

Scheerlinck et al.2009 Tolson et al. 2009 Zhang and calibration
Chiew, 2009 Mousavi and Shourigr201Q Liu and Han
201Q Pauwels and De Lannpy011). This swarm intelli-  In this first experiment direct temporal calibration is com-

gence algorithm is based on the movement of different parpared to direct spectral calibration. With regard to the former,
ticles throughout the:-dimensional parameter space. This the RMSE between the observed and simulated discharges is
movement is controlled by the particle’s own history of posi- used as objective function, which implicitly assumes a nor-
tions (and thus related values of the objective function) andmal distribution of the residuals. Spectral calibration on the
that of neighbouring particles, resulting in a so-called globalother hand makes use of a spectral objective function. For
behaviour. In order to adjust this behaviour so that a con-example this can be the RMSE between the spectral den-
vergence to the global optimum is found, a parametrisatiorsities of the observed and simulated time series. However,
of the calibration algorithm is required. The type of PSO better results are achieved by an RMSE between the root
applied in this paper is characterised by the parameter vecsquared spectral densitieQyets et al.2010 Pauwels and
tor ¥ = [N; Nyc1icow8]T (for description parameters, see De Lannoy 2011). This type of calibration is fundamentally
Table5). different from the above-mentioned time domain calibration.
N; and N, are assigned a value of respectively 30 and 36Because the spectral properties are calculated by a Fourier
(Pauwels and De Lannpg011). The main reason for giving transformation of the correlation function, a matching of the
a fixed value toN; and Ny in advance is to reduce the di- those properties will result more in a matching of the cor-
mension of the parameter vector to be optimised. The valueselation structure of the observed and modelled time series
of the remaining parameters are selected out of the followingMontanari and Toth2007). So a calibration in the spectral
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Merkem - Martjevaart 0.2f~. Oostkamp - Rivierbeek ]

L
2

KE w0

Fig. 6. Actual (solid line) vs. estimated (dashed line) root squared density speckrun®) of the discharge time series for the six au-
tochthonous catchments in the case of temporal gauging divergence (period 2006—2007). The estimates are root squared densities of th
autochthonous discharge time series during the period 2008—2009.

Table 5.Overview of PSO algorithm parameters. ment indicators for the calibration period (2006—2009) are
compared for set-ups T-D, F-D-1-0, F-D-3-0 and F-D-12-0.

Parameter  Description Itis clear that discharge is mostly better simulated after a cal-
N; Particle population size ibration in the time domain (high&k, higher NS coefficient
Ny lterations and lower RMSEn). A clearly poorer r_no_del performance can
1 Cognitive parameter be noted when applying a lownax. This is probably due to
c2 Social parameter the information loss, which is a consequence of the limitation
w Inertion weight of the correlation function. As can be expected in the valida-
) Velocity limiter tion period (see Fig7, upper-right subplot), the BIASn and

RMSEn worsened for all four set-ups compared to the cali-
bration period. This is however not entirely the case for the
01? and NS coefficient. Furthermore, the set-ups relate differ-

domain is more about matching the shape characteristics .
g P ently with regard to model performance. For three out of four

the observed and modelled time series. As the spectral dena[ssessment indicators, temporal calibration still leads to bet-
sity for k =0 is an estimate of the time-series mean, giv- ' P

ing a considerate weight to this density in the objective func—LeSrir:eSZItS; hg\;vgvrenr(’)mﬁsdfrzrig?essm;m sgegtéﬁg?e::l;tl)irﬁ;n
tion should also result in a bias minimisation. Furthermore 9 atmax y - 9P

it should be emphasised that the error between observed a fion with the longest correlation functiotygax = 12 months)

modelled root squared spectral densities cannot be assum %ads to a poorer BIA.Sn,.RMSEn and NS coefﬁmept com-
to be normal in the case of normal time domain residuals.pared to spectral calibration based on the correlation func-

However, for sake of simplicity the RMSE between the root trln?nh;\;ltlg Tsmer‘ézrgsznc;nﬂ:r'ecn%ri;eéagf?gcgr:ﬁgcr)‘n \éa:gzl ? o
squared spectral densities is applied as objective function 9 gs repre ) ! Py y
. : . : . : tem characteristics. If longer correlation functions are con-
In this research. As mentioned in the introductibfonta- sidered, more weight is given to noise effects in the calibra-
nari and Toth(2007) made use of another objective function, ' 9 9

based on the Whittle likelihood estimator. First of all this ob- tion process. Thi_s could e_xplain why spectral callibration with
jective function does not include the first harmonic. Further-2 longer correlation function does not necessarily lead to the

more, statistically seen this estimator is more appropriate a%eSt model performance in the validation period. Because of

o . . . is observation amax value of 3 months is proposed for all
a spectral objective function. However, the use of this eStlma-foIIowin spectral calibration set-uns. A second influence on
tor requires a full characterisation of the model error, whichthe caligragon exercise examinedpin. this experiment is div-
is in fact not entirely known. Therefore it is chosen not to use. . :  EXP S9
this estimator. ing wgghts to.certa|r.1 p_arts of the density sp.ect.rum in the
First, the influence of the maximum lag of the correlation objective function. This is performed by the principle of ex-

function tmax on the post-calibration model performance is ponential clustering (see Fig). Three types of weights are

examined. Three values fapax are proposed: 1, 3 and 12 proposed:
months. In Fig.7 (upper-left subplot) the averaged assess-
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does not lead to a better model performance in the calibra-
tion and validation period. This applies to a greater extent
for weight types 2 and 3. It is clear that barely or not taking
into account the density fdr= 0 generally leads to a worse
model performance. Bias minimisation apparently results in
a better model performance. Because of the aforementioned
conclusions, no types of weight are applied in the indirect
spectral calibrations of experiments 2, 3 and 4.
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6.2.2 Experiment 2: indirect spectral calibration
in the case of spatial gauging divergence
(set-up F-1S-3-0)
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This second calibration experiment focusses on the discharge
prediction in an autochthonous catchment without available

discharge records at the outlet. However, discharge records
are available at the outlet of a donor catchment in the same

o
=

)
N

o

1-R BIASN RMSEn 1-NS 1-R BIASN RMSEn 1-NS

Fig. 7. Comparative bar charts of the assessment indicator valueﬁme window as the forcing records monitored in the au-

for the different calibration set-ups. Left panels: calibration period
right panels: validation period. The red lines show the average in-
dicator values in case of random sampling the parameters in the
confined parameter space, considered in this study.

— Type 1: the spectral densities far< 9 retain their

It can be concluded from Fig. (middle subplots) that giv-

ing

Hydrol. Earth Syst. Sci., 17, 20012016 2013

’tochthonous catchment (spatial gauging divergence). Two
calibration strategies are undertaken: a temporal calibration
on the rescaled donor discharges (see Hjj(set-up T-IS)

and a spectral calibration on the root squared spectral den-
sities of the rescaled donor discharges (seel2)(set-up
F-1S-3-0). A first observation in the calibration period (see

value. Exponential clustering and averaging over those19- 7, lower-left subplot) is the reduced model performance
clusters is applied frorh = 9 tok = N. Higher weights after an indirect calibration compared to a direct calibration.

are thus assigned to the low frequency part of the den/AMoNgst others this can be explained by the rescaling of the
sity spectrum. donor discharges. Donor catchment selection and rescaling

based on the drainage area namely is not a perfect estimating
Type 2: the spectral density far= 0 is not considered ~framework for the mean and shape of the discharge signa-
in the objective function. Exponential clustering and ture. Furthermore indirect temporal calibration clearly leads
averaging over those clusters is applied from 1 to 0 @ better model performance than indirect spectral calibra-
k = N. Higher weights are thus assigned to the low fre- tion. R, BIASn and NS do not change strongly in the valida-

guency part of the density spectrum with a zero weighttion period (see Fig7, lower-right subplot). RMSEn on the
for the first spectral density. other hand again increases more clearly. In the case of spa-

tial gauging divergence, it seems to be recommended to ap-

Type 3: exponentia] C|ustering and averaging over thosd)ly indirect temporal calibration. This should however be nu-
clusters is applied frorh = N to k = 0. Higher weights ~ anced. The spatial dimensions considered in this research are

are thus assigned to the h|gh frequency part of the denrather small (magnitude kilometreS). Due to this prOXimity

sity spectrum. the time lapse for a certain meteorological event to happen in
the autochthonous and donor catchment will be rather small
(magnitude minutes—hours). If however the distance between
weights to certain parts of the density spectrum generallythe autochthonous and donor catchment is larger, the time

www.hydrol-earth-syst-sci.net/17/2001/2013/
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Setup T-D,Calibration Setup T-D,Validation periment the time window of the observed discharge time
series runs from 1 January 2008 through 31 December 2009.
Forcing records are available from 1 January 2006 through

regression
— — —1-1line

regression
— — —1-1line

» o o » mo: 002 31 December 2007. In this way there is no overlap between
o, R 0% s, RP 0a the forcing and discharge records. The density spectrum of
BIASn:  0.08 BIASn:  0.04 i - X |
JE ReE 587 oL ResE 058 the observed discharge time series serves as an estimate for
© 2 4 e © 24 S D" the density spectrum of the discharge time series concur-
obs obs

Setup T-IS,Calibration Setup T-1S,Validation rent with the available forcing records. The indicator values
. of set-up F-IT-3-0 in Fig.7 (lower-left subplot) are based

on the discharge simulations over the shortened calibration

period (2006—2007). With exception of the NS coefficient,

regression 8 regression

— — —1-1line

S —1-1line

c: lg;"s Eﬁ o: both direct spectral calibration and indirect spectral calibra-
, RUSEn: 078 , tion in the case of temporal gauging divergence exhibit, al-
0 2 4 6 8 10 12 0 2 4 6 8 10 12

most similar indicator values during the calibration period.
Setup F-1S-3-0,Calibration Setup F-1S-3-0,Validation Compared to indirect spectral calibration in the case of spa-
tial gauging divergence almost similaR) or better indica-
tor values (BIASn, RMSEnN and NS) are obtained in the case
of temporal gauging divergence. This will be due to the fact

Q. [ms™ Q,_[ms™

regression
— — —1-1line

regression
— —1-1line

Intc.: 0.15 Intc.:

& , :Az §§§ & , E:APS gsgé that the calibration data are observed _at the outlet of the au-
N RUSEn: 078 , RUSEn: 07 tochthonous _catchment itself _and not in a (_10nor catchme_nt.
0o 2 4 6 8 10 1 o 2 4 & 8 10 1 For the considered data set interannual discharge variation
Setup F_ﬁfs‘ﬁag:ga"braﬁon Setup F_?;bj[a"‘_z;j\’,a“ saton within the same catchment is thus smaller than discharge

10 variation between the most similar catchments within the

regression
— — —1-1line

regression
“A— — —1-1line

same year (in the calibration period). It should be empha-

5 : ne: =001 zﬁ ’ e sised that in this experiment the non-concomitant discharge
E Sope: 109 E Sope: 0.9 and forcing time series are situated very close together in
2 gt RuSEn 078 i RSEn: 03" time. It is not unimaginable that the assessment indicators
o R o= : e could turn worse in case of a larger time lapse. For exam-
Ogulm®s Ol ple many former colonies dispose of historical hydrological
Setup F-IST-3-0,Calibration Setup F-IST-3-0,Validation

data because post-colonial civil warfare hindered hydrolog-

regression

regression

: 1o = —i-tine . == —1-Tine ical monitoring Winsemius et a).2006 2009. These his-
fe s J torical time series are often incomplete and are characterised
€3 o 038 5 Sore: o2 by a larger measurement uncertainty. It is also possible that
o 2 R: 0.9 o 2 R: 0.92 . ) L. )
11§ Basy o3 Basy 083 over time the meteorological conditions or the hydrological
0 AP e 0 A response of the catchment changes, for example, by an an-
0 2 4 6 8 10 0 2 4 6 8 10 12 p ) R g 1 p 1 y
Qg 57 Qe 57 thropogenic influencelfymerzeel and Drooger2008 Coe

Fig. 9. Scatter plots of observed and simulated discharge in (:atchet al, 2013 All ofthis can limit the success of indirect spec-
ment Oostkamp-Rivierbeek for calibration set-ups T-D _(1). '_I'-IS :L?al 32::22:5”52;23 ((:222 g];éelrg\?vzrrz_irligﬁ:’g&%ﬂ;}ﬁﬁ:?gf' In
(2), F-1S-3-0 (3), F-IT-3-0 (4) and F-IST-3-0 (5) in the calibration . ! L9 o
(left) and validation (right) period. lowing is ob;erv_ed: all assessment indicators of the indirect
spectral calibration (set-up F-1T-3-0) are almost comparable
to those obtained with direct spectral calibration (set-up F-D-
lapse increases (magnitude hours—days). It is even possibi&0). Furthermore only the RMSE and NS coefficient are no-
that the same meteorological event will not pass over botHably worse compared to the value obtained in the calibration
catchments. The applicability of indirect temporal calibra- Period. It can be concluded that indirect spectral calibration
tion should therefore be evaluated in advance based on th@ased on limited autochthonous discharge time series (set-up

spectral calibration based on rescaled donor discharges (set-

6.2.3 Experiment 3: indirect spectral calibration in the ~ up F-1S-3-0).
case of temporal gauging divergence
(set-up F-IT-3-0)

In this experiment limited discharge records are available for

the autochthonous catchments; however, they are not con-
comitant with the forcing records. Specifically for this ex-
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6.2.4 Experiment 4: indirect spectral calibration in the Setup T-D,Calibration Setup T-D,Validation
case of spatio-temporal gauging divergence (set- 6 —remesslen s ¢ [ 7 regression
up F-IST-3-0) ~ 5 7 ~ ’

o 4 o
EE 3 inte: 034 EE 4 Intc.. 034
J, SR 08 o R 0%

) ) ) ) ) BIASNH: ) 0.01 2 BIASN: 0.08
Experiment 4 is a combination of experiments 2 and 3. In 1§ RESE™ 03 ReE 85
this case no discharge observations are available at the ou L R P et
let of the autochthonous catchment. In a very similar donor Setup T-1S, Calibration Setup T-1S, Validation

catchment, limited discharge records are available. However ¢
no overlap exists between the time windows of the donor dis- j
charges and the forcing records in the autochthonous catcl= ,
2
1
0

regression
— — —1-1line

ment. In this particular experimental design, discharge time & §2§? & , lﬁ‘t" 532
series are available in the donor catchment from 1 Jan '[§§ Rt 8k RUSEn 845
uary 2008 through 31 December 2009 and forcing data fronr @+ s T G
1 January 2006 through 31 December 2007. The densit  guu, r-i6 0 calbration Sotup F-15-3-0,Validation
spectrum of the donor discharges will serve as an estimat ¢ v
for the density spectrum of the autochthonous discharge tim«_ :’ — = Ztine
series concurrent with the available forcing records. The indi-+¢ ,

cator values of set-up F-IST-3-0 in Fig(lower-left subplot) - Shoe: 120
are also based on the discharge simulations over the shor .. RUSEn 0& RUSEn 072
ened calibration period (2006-2007). Because of the doublt "~ T
introduced uncertainty in the calibration data, it is not illog- ot P e attration ot P Vaation

ical to assume that calibration set-up F-IST-3-0 would lead
to a poorer model performance than set-ups F-IT-3-0 and F _
IS-3-0. However, the assessment indicators in the calibratior’:

regression

regression 1
- = —1-1line

1 — — —1-1line

and validation period (see Fig, lower subplots) indicate %, Sope: 031 & S 082
that the model performance is comparable to set-up F-IS-3 | B o2 B oan
NS: 0.41 NS: 0.42

0. This again indicates that in this study the introduced errot 5 ; s 5 : n -
on donor-based calibration data is much larger than the erra s |§ [mamc s I(;T [mas"Jv

. . . -IST-3-0,Calibrati -IST-3-0,Validati
on non-concomitant autochthonous-based calibration data. otup FZIST=3-,Callbration otup FIST-370,Valldation

The values presented in Figonly show values averaged ~ ° e e
over all six catchments. This is interesting in order to asses!, s
the general performance for an average catchment in Flar fz e 7929 e 031
ders. However, a significant variability is observed over the | Basn 823 Bsn 83
six catchments. As illustration in Fig9.and 10 the scatter 0 NS 0% N -ore

4 6 8 10

plots are shown resulting from the direct temporal calibration ’ Q,, s Q,,, s
set-up (T-D) and the four indirect calibration set-ups (T-IS,

F-IS-3-0, F-IT-3-0 and F-IST-3-0) for catchment Oostkamp— Fig. 10.Scatter plots of observed anq simulated discharge in catch-
Rivierbeek and Rummen—Melsterbeek. Figiiteshows cor- ~ Ment Rummen-Melsterbeek for calibration set-ups T-D (1), T-IS
responding observed and simulated hydrograph for a cer?); FIS-3-0 (3), F-IT-3-0 (4) and F-IST-3-0 (5) in the calibration
tain part of the validation period. In catchment Oostkamp—(left) and validation (right) period.
Rivierbeek very good indirect estimates of the calibration
data are obtained. This results in very good indirect calibra-

X . ! particular ungauged catchment. In this way more robust esti-
tions which could, depending on the set-up (e.g. set-up F-

’ ; - - [ ‘mation frameworks for calibration data could be developed.
IST-3-0), be comparable to the time domain calibration. This
shows the real potential of the presented indirect calibration
techniques. However like the spectral density estimates an¢ Conclusions
discharge simulations for catchment Rummen—Melsterbeek
make clear, so far indirect calibration does not always lead tdn this paper, an assessment is made of indirect calibration
good model performances. In future research making use obf the PDM for six (autochthonous) catchments in Flanders,
other relevant information as for example correlation prop-considered to be ungauged or scarcely gauged. As calibra-
erties of precipitation time serie3dth, 2013 could possi- tion, algorithm PSO is applied. The described results are
bly lead to an improved estimation of the calibration data. Itbased on rather small catchments (magnitude 10-16p km
should therefore be made clear which catchment propertiesith a high proximity to each other (magnitude kilome-
have the highest predictive power for calibration data in atres). The different calibration set-ups are evaluated on the
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Oostkamp-Rivierbeek Rummen-Melsterbeek rect calibration is examined in the cases of spatial, tempo-
4 — 4 J— ral and spatio-temporal gauging divergence. In those cases
T3 — Quim fetup T-D] T3 T Qo et TD the calibration is based on the root squared spectral densi-
”’é 2 wﬁ 2 ties of rescaled donor discharge records, non-overlapping au-
o1 g tochthonous discharge records and non-overlapping rescaled
donor discharge records. Except for some specific indicator
% 100 200 300 400 500 0 100 200 300 400 500  values, the model performance decreased compared to di-

t [b] A t [h] rect calibration but remained at an acceptable level for most

. T catchments. With regard to indirect calibration in the case of

spatial gauging divergence, better results were obtained us-

2

ing indirect temporal calibration vs. indirect spectral calibra-
tion. Indirect temporal calibration is however impossible to
execute in the case of temporal and spatio-temporal gauging
divergence. Therefore only indirect spectral calibration is ap-
plied in experiments 3 and 4. Generally better model perfor-
mances were obtained in experiment 3 compared to experi-
ment 2. This is due to the high uncertainty associated with
the estimation of a density spectrum of an autochthonous
discharge time series based on donor discharges. For certain
100 200 300 400 500 100 200 300 400 soo  catchments this can introduce a bias in the model results. It
t [h] t [h] was expected that the model performance in experiment 4

— Q. would be worse than in experiment 2 and 3 because a double
T G betup P source of uncertainty is introduced in the calibration data.
However, the assessment indicators show that this does not
have to be the case.

This paper has shown that a certain potential exists for in-
0 100 200 300 400 500 100 200 300 400 500 direct calibration of a rainfall-runoff model (in particular in-
t [h] t [h] direct spectral calibration) in the case of spatial, temporal and

Q [m3s™1]

OO

0
0 100 200 300 400 500 100 200 300 400 500
t [h] t []

—_— Qubs

——— Quim [setup F-IS-3-0]

—_— Qobs

——— Quim [sctup F-IS-3-0]

N W~

Q [m3s™1]

OO

— Qobs
=3 ——— Quim [setup F-IT-3-0]

N W b

Q [m3s~1]

OO

4 4 K . . !
. e . . O . spatio-temporal gauging divergence in ungauged catchments.
o3 ——— Quim [setup F-IST-3-0] -3 ——— Qyim [setup F-IST-3-0] . .
L [ Future research should focus on a refinement of the calibra-
B2 g2 tion framework (e.g. more complex objective functions, bet-
ot o ter estimation of the spectral densities, etc.) and on making

0 0 the estimation of the calibration data more robust to guaran-
100 200 [hgjoo 400500 0 100 20 [}joo 400 500 tee a good indirect calibration. It could be challenging but
interesting to examine the link between specific catchment
Fig. 11. Comparison of the observed and simulated time series forproperties (e.g. topography, land cover, precipitation signa-
calibration set-ups T-D (1), T-IS (2), F-1S-3-0 (3), F-IT-3-0 (4) and tures, etc.) and the resulting model performance after indirect
F-IST-3-0 (5) in catchments Oostkamp-Rivierbeek and Rummen-calibration. For example it may be worthwhile to test whether
Melsterbeek. A part of the validation period is shown. indirect spectral calibration is more suitable in catchments
with certain shape characteristics of the hydrograph (e.g. a
short time to peak, a long recession period).

basis of four assessment indicatoRs BIASh, RMSEn and

NS). Those are averaged over the six autochthonous catch-
ments. Consequently, the discussed results are valid for aftP
average catchment in Flanders. The first calibration experi-
ment focusses on direct spectral calibration. For this, the roof
squared spectral densities of the autochthonous discharq
time series are incorporated in the objective function. The ex-
periment revealed that higher values for the maximum lag of !
the correlation functiont(,ay) result in a better model per-
formance during the calibration period. This is not neces-
sarily the case in the validation period. Furthermore giving
more weight to certain parts of the density spectrum dur-
ing the spectral calibration generally does not lead to bet- b(Crmin + Cmax)
ter model performances. In experiments 2, 3 and 4 indi-Smax = T brr1

pendix A

guations of the PDM (Moore, 2007

R the following section not further specified variables are
odel parameters and can be found in Tdble

In the preparatory first step, five constants need to be cal-
culated. The calculation of the maximum store capacity of
the soil moisture storag&nax[L] is based on the minimum
(cmin[L]) and maximum absorption capacitgax[L]):

(A1)
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The constant8; [—], §2[—], wo[—] andw1 [—] are computed
using the time constants of the firg (h]) and second sur-
face storagekb [h]):

_A A
S1=e 1 4e R (A2)
A A
Jo=e Me R (A3)
ka( N 1) — ko( & 1)
1(e 1 — —ko(e *2 —
= A4
©0 lg — k1 (A4)
kote B — DB kg _ 1y
2 — 1 — 1 — 2
o = 2(e )e 1(e )e . (A5)

ko — k1

The actual evapotranspiration afTTr 1] is calculated on
the basis of the potential evapotranspiration pET 1], the

store capacity in the soil moisture storagjdL ] at the previ-
ous time step anfmnax[L]-

(A6)

be
aET(r) = pET(®) (1_ [M} )
Smax

For the calculation of the drainag@dr[LT—l], S1[L] of
the previous time step and the parametgys], St[L] and
by[—] are required:

if S1—-1) < S,

Qur(t) = 0;

if S1¢—1) > S,

Qur(1) = £ (S1(t = 1) — Sp’s.

(A7)

Next, the net precipitation [L T 1] can be calculated as fol-
lows:

m(t) = P(t) —aET({) — Qar(1). (A8)

Consequently the direct runoff [L T 1] can be computed
using the critical store capacity*[L] of the previous time
step, 7 [LT~1] and the parametergmin[L], cmax[L] and
b[-I:

Qai(1) At = () At — “macmin [Cmax—c*a—l)l”*l

b+ Cmax—Cmin
1
+Cmax—Cmin Cmax—C*(t=1)—m (1) At + .
b+1 Cmax—Cmin ’

_ . b+1
Qdi(1) At = (1) At — “mgemn [Cmax—c (z—1)] )

Cmax—Cmin

+C*(t - 1) + ﬂ([)At — Cmax-
(A9)

Hydrol. Earth Syst. Sci., 17, 20012016 2013

N. De Vleeschouwer and V. R. N. Pauwels: Assessment of indirect calibration

Oncen [LT~1] and Qgi[LT~1] are known for the current
time step,S1[L] can be calculated for the current time step:

if S1(r) <0,

S1(1) =0;

if0 < S1(t) < Smax

$1(2) = S1(t = 1) + (7w (1) — Qui(1)) At;
if S1(t) > Smax.

S1(1) = Smax-

(A10)

C*[L] can be calculated on the current time step on the basis
of S1[L] at the current time stemax[L] and the parameters
cmin[L], emax[L] andb[—]:

if C*(1) <0,
C(n) =0;

if C*(t) > cmax,

Smax—Cmin

1 ) (A1)

C*(l) = cmax— (Cmax— Cmin) <|:—Smax_sl(t)]h+l
if C*(t) > cmax.
C*(t) = cmax-

The capacity store of the subsurface stordgg.] is com-
puted usingSz at the previous time ste@q,[LT~1] at the
current time step and the parametgfL =2 T—1].

—3kpS5a—DAr _q
3kpSa(t — 1)
(Qar(r) — kpS3(t — 1))

Making use of S3[L] and kp[L=2T~1], the base flow
0p[LT~1] can be calculated:

S3(1) = S3(t — 1) —

(A12)

if Op(t) <0,

Op(t) = 0;

. (A13)
if Qp(?) >0,

Qb(1) = kpS3(0).
The surface runoff, [LT1] is calculated as follows:
Or(t) = —610r(t — 1) — 8201t — 2) + wo Qd(1)

+w104(t —1). (A14)

Eventually the total discharg@: [L T] can be calculated as
the sum ofQ, and Qy:

Qt(t) = Qr(1) + Qb(1). (A15)
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