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Abstract. To precisely map the changes in hydrologic re-
sponse of catchments (e.g. water balance, reactivity or ex-
tremes), we need sensitive and interpretable indicators. In
this study we defined nine hydrologically meaningful signa-
ture indices: five indices were sampled on the flow duration
curve, four indices were closely linked to the distribution of
event runoff coefficients. We applied these signature indices
to the output from a hydrologic catchment model for three
different catchments located in the Nahe basin (Western Ger-
many) to detect differences in runoff behavior resulting from
different meteorological input data. The models were driven
by measured and simulated (COSMO-CLM) meteorological
data. It could be shown that the application of signature in-
dices is a very sensitive tool to assess differences in simulated
runoff behavior resulting from climatic data sets of differ-
ent sources. Specifically, the selected signature indices allow
assessing changes in water balance, vertical water distribu-
tion, reactivity, seasonality and runoff generation. These in-
dices showed that the hydrological model is very sensitive
to biases in mean and spatio-temporal distribution of pre-
cipitation and temperature because it acts as a filter for the
meteorological input. Besides model calibration and model
structural deficits, we found that bias correction of tempera-
ture fields and further adjustment of bias correction of pre-
cipitation fields is absolutely essential. We conclude that
signature indices can act as indirect “efficiency measures”
or “similarity measures” for output from regional or local
climate models.

1 Introduction

The world is presently facing rapid changes to the cli-
mate. The understanding and prediction of related hydro-
logic changes is one main question that hydrologists face to-
day (Blöschl and Montanari, 2010; Schaefli et al., 2011). It
is therefore essential that we precisely map the changes in
hydrologic response of catchments (e.g. water balance, re-
activity or extremes). In this context, hydrological models
are applied to detect the impact of a changing climate on
the hydrology of large basins (Mahmoud et al., 2009). Of-
ten, the output of global climate models is fed into the hy-
drological impact model (Taye et al., 2011). Several studies
highlight the effects of different spatial resolutions of mete-
orological forcing on hydrologic simulations (Arnell, 2011;
Casper et al., 2009; Segond et al., 2007; Tramblay et al.,
2011). Sangati et al. (2009) evaluated the effects of different
spatial resolutions in meteorological forcing on modelling of
flash floods. They concluded that in their study a correct
estimate of rainfall volume is not sufficient for accurate re-
production of flash flood events characterised by large spatial
rainfall variability. Increasing the aggregation length may re-
sult in a significant distortion of rainfall field geometry and a
deformation of the hydrograph. Therefore, on smaller catch-
ment scales, the output of regional climate models (RCM)
and local climate models (LCM) is used as forcing data of
hydrological models (Teutschbein and Seibert, 2010; Marke
et al., 2011). However, Piani et al. (2010) conclude that pre-
cipitation and temperature fields simulated by regional cli-
mate models are defective and therefore introduce significant
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errors into hydrological models when used as forcing data.
Errors in the climate models affect the spatial and tempo-
ral distribution of rainfall and temperature (Sennikovs and
Bethers, 2009). Wood et al. (2004) state that hydrological
models are sensitive to biases in the basin mean and spatial
distribution of precipitation and temperature. In this context,
Benoit et al. (2000) and Fowler et al. (2007) strongly rec-
ommend the use of hydrological models for evaluation of
downscaled climate instead of using only precipitation ob-
servations. However, this raises the question how to quantify
differences in hydrological behavior of hydrological catch-
ment models. Van Werkhoven et al. (2009) argue that statis-
tical metrics only quantify the distance between measured
and simulated runoff based on assumptions about the sta-
tistical characteristics of the model residuals. They do not
indicate how well the hydrological function of the real sys-
tem is maintained by the model. This makes it necessary
to include hydrologically-based metrics in model evaluation.
These metrics provide dynamic aspects of the watershed sys-
tem or hydrological model (Yadav et al., 2007; Zhang et al.,
2008) and may therefore allow for a quantitative evaluation
of hydrological behavior (Gupta et al., 2008). Examples for
hydrologically-based metrics are signature indices derived
from flow duration curves (Yilmaz et al., 2008) or from dis-
tributions of runoff event coefficients (Merz et al., 2006; Ley
et al., 2011).

The flow duration curve (FDC) allows indication and clas-
sification of watershed functioning. The FDC summarizes a
catchment’s ability to produce discharge values of different
magnitudes, and is therefore strongly sensitive to the verti-
cal distribution of soil moisture within a basin (Yilmaz et
al., 2008). Additionally, a steep slope of the FDC indicates
flashiness of the stream flow response to precipitation input
whereas a flatter curve indicates a relatively damped response
and a higher storage (Yadav et al., 2007).

The analysis of event runoff coefficients is another diag-
nostic tool. The main controls on event runoff coefficients
are the climate and the runoff regime through the seasonal
water balance. They are especially sensitive to seasonal
changes in precipitation patterns (Merz et al., 2006). Blume
et al. (2007) summarize that event runoff coefficients are use-
ful to understand how different landscapes “filter” rainfall
into event based runoff and to explain the observed differ-
ences between catchments. They offer information on wa-
tershed response including changes from event to event, or
from season to season.

In order to combine the strengths of both approaches, we
define in this study nine hydrologically meaningful signa-
ture indices: five indices are sampled on the FDC (simi-
lar to Yilmaz et al., 2008), four indices are closely linked
to the probability distribution of event runoff coefficients
(Ley et al., 2011). We apply this signature index concept
to the output from a hydrologic catchment model run for
3 subcatchments located in the Nahe basin (Western Ger-
many) to detect differences in runoff behavior resulting from

Fig. 1. Areal distribution of annual precipitation and the outlines of
the catchments.

different meteorological data sets. The model is driven by
measured and simulated (by a local climate model) meteo-
rological data. We demonstrate the discriminating power of
the selected signature indices by pairwise comparison of our
simulation results.

2 Study area

The study area consists of three lower mesoscale gaged
catchment areas in the low mountain ranges of the Nahe
basin (Fig. 1), Germany: Kronweiler (64 km2), Kellenbach
(362 km2) and Gensingen (197 km2). Geology is character-
ized by Devonian schist, greywacke and quartzite in Kellen-
bach and most parts of Kronweiler. The south part of Kro-
nweiler consists of Permian sedimentary and volcanic rocks.
Tertiary clay and Pleistocene loess characterizes the geology
of Gensingen. Mean annual precipitation reaches 930 mm in
Kronweiler, followed by Kellenbach (675 mm) and Gensin-
gen (545 mm). Mean annual potential evaporation reaches
615 mm in Gensingen and about 540 mm in Kronweiler and
Kellenbach. Field capacity in Gensingen is much higher than
in Kronweiler and Kellenbach. About 75 % of the area of
Gensingen is used agriculturally, with 20 % vineyards and or-
chards. In Kellenbach and Kronweiler about half the area is
forested. All watersheds are rural with little build-up area (all
less than 6% of the area). The mean slope gradient of Kron-
weiler is 8.6◦, much higher than for Kellenbach and Gensin-
gen (about 4.5◦). The runoff response behavior of the three
catchments is quite different: Kronweiler shows high dis-
charges, high reactivity and high runoff coefficients all year
round. In contrast to this, Gensingen has low reactivity, low
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Table 1. Catchment properties.

Catchment property Kronweiler (64 km2) Kellenbach (362 km2) Gensingen (197 km2)

Mean annual
precipitation (mm yr−1) 930 675 545

Potential evaporation
(mm yr−1) 535 540 615

Long term year 14.0 7.2 2.3
runoff rate winter 23.1 10.9 2.8
(l s−1 km2) summer 5.2 3.6 1.7

Mean runoff year 0.23 0.17 0.04
coefficient winter 0.41 0.28 0.08
(93–08) summer 0.09 0.07 0.03

Land use 43 % arable land
3 % built-up area
54 % forest

58 % arable land
3 % built-up area
39 % forest

75 % arable land, orchards, vineyards
5 % built-up area
20 % forest

Soils (FAO85) gleyic and humic podzols
with cambisols

gleyic podzols with few
cambisols

humic podzols and cambisols at upper
reaches; luvisols, gleysols and regosols at
lower reaches

discharges and low runoff coefficients with a high variability
in winter. Runoff behavior of Kellenbach lies between the
two other catchments (Table 1). Because of the large gradi-
ent in physical properties, we expect these three catchments
to respond differently on changed climate input.

3 Methods

3.1 Hydrological model and input data

The water balance model LARSIM (Large Area Runoff
Simulation Model) allows a continuous process- and area-
detailed simulation of the mesoscale mainland water cycle
(Ludwig and Bremicker, 2006). In simplistic terms, the wa-
tershed is subdivided into 1-D elements linked by a flood
routing scheme. To account for sub-grid variability, in-
terception, snow accumulation and melt, evapotranspiration
and soil water movement (including runoff generation) are
simulated separately for 16 distinct land-use classes within
each element. The land-use specific soil column is simu-
lated by a modified form of the Xinanjiang approach (Todini,
1996). Runoff concentration within each element is simu-
lated by three parallel linear reservoirs: one for groundwater
discharge, one for interflow, and one for direct runoff. Direct
runoff comprises fast subsurface runoff and overland flow.
Flood routing within the river sections is performed with a
kinematic wave approach. The temporal resolution of the
water balance calculation is one hour. The model needs as
meteorological input spatial fields of precipitation, tempera-
ture, air pressure, wind speed, global radiation and relative

humidity. In this study, we run LARSIM with time series of
climatic data from different sources. Each of data sets used
has a length of ten years (see also Table 2):

1. Measured meteorological data from 56 stations of the
German Meteorological Service (DWD), period 1993–
2003 (1993 was for warm-up; simulation period was
1994–2003)

2. COSMO-CLM control run (scenario C201)

3. COSMO-CLM projection, period 2015–2024
(scenario A1B1)

Measured meteorological data has been interpolated using
INTERMET software (Gerlach, 2006). Here, a stratified
kriging interpolation with external drift is implemented,
which mainly bases on topographical information and au-
tomatic classification of weather conditions and altitudinal
temperature gradient for each time step.

COSMO-CLM (CCLM) data originates from a run of ver-
sion COSMO4.2-CLM3 on 5 km grid resolution within the
LandCaRe 2020 project (Berg et al., 2008; Köstner et al.,
2008; Rockel et al., 2006). Bias correction has been applied
only for precipitation. Each data set has been bilinearly inter-
polated on a 1 km grid. Measured runoff at the three gaging
stations Kronweiler, Kellenbach and Gensingen covers the
period from 1990 to 2003.

3.2 Model calibration

We implemented a MATLAB version of the official wa-
ter balance model of the State Office for Environment,
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Table 2. Statistics of rainfall fields: Mean annual precipitation in mm.

Kronweiler Kellenbach Gensingen Nahe

1994–2003 measured mean 937.6 690.9 563.9 754.6
std 177.9 128.9 116.6 155.6

control run CCLM, bias correction mean 813.0 702.3 557.5 714.4
std 97.9 96.2 74.2 85.5

2015–2024 CCLM, no bias correction mean 790.3 728.8 677.7 754.7
std 76.2 69.0 57.9 53.2

2015–2024 CCLM, bias correction mean 819.1 673.2 546.1 705.5
std 82.6 70.2 53.8 52.3

Water Management and Trade Control (LUWG) Rhineland-
Palatinate (Mainz/Germany). For better comparison of re-
sults, we use in our study the official parameter sets (Elpers
et al., 2008). This model has been calibrated manually in
four iterative steps on catchment scale. Calibration has been
mainly based on visual comparison of simulated and mea-
sured discharge. The following four steps have been exe-
cuted: (1) calibration of base flow storage parameters for low
flow periods, (2) calibration of interflow storage parameters
for mean flow periods, (3) calibration of parameters influenc-
ing surface runoff components by focusing on flood peaks,
(4) calibration of channel roughness to compensate for a vis-
ible lag in flood peaks. Steps (1) to (4) have been iterated un-
til a reasonable compromise for all 3 runoff components has
been reached. No spatial differentiation has been made: only
one parameter set has been assigned to all elements of the
catchment under investigation. Vegetation parameters have
not been calibrated. Calibration period for the model was
1997 to 1999; validation period was 2000 to 2003. The year
1996 was for warm-up. Model validation has been done
based on Nash-Sutcliffe-Efficiencies (NSE). For the catch-
ments Kronweiler and Kellenbach NSEs are similar for both,
calibration and validation period (Table 3). For the catch-
ment Gensingen model efficiency is very low for the cali-
bration period (NSE = 0.64). This can be at least partly ex-
plained by the fact, that the water balance could not be closed
within reasonable parameter bounds. Inconsistencies in the
rating curve after the year 1999 (e.g. increase of mean annual
runoff) resulted in a significantly higher model efficiency for
the validation period. Despite these inconsistencies, we de-
cided to include this catchment in our investigation. It is
by far the driest catchment in our area and we expected the
highest sensitivity to climate change among all catchments.

3.3 Bias correction of precipitation

For bias correction of the aggregated CCLM 5 km daily pre-
cipitation fields we chose the quantile matching method (Ma-
raun et al., 2010; Michelangeli et al., 2009; Piani et al.,
2010; Sennikovs and Bethers, 2009). The quantile match-

ing is based upon the cumulative distribution function (CDF),
defined as:

F(x) = P(X ≤ x), (1)

and the inverse of the CDF, defined as the quantile function:

F−1(P ) = x(F ). (2)

The CDF is either a parametric or non-parametric (i.e. em-
pirical) function. Parametric functions for precipitation in-
tensities are usually gamma or exponential functions (Piani
et al., 2010). To account for correcting the probabilities for
no precipitation (dry day) together with the probabilities of
a wet day (x >0), we chose an empirical CDFF(x) = i/n,
with i the rank andn the sample size.

Let xc be the daily precipitation intensities of a time series
from CCLM andxs a time series from a precipitation station,
then the quantile matching sets:

Fs(xs) = Fc(xc). (3)

By rearranging Eq. (3) using the quantile function it is pos-
sible to calculate a corrected time series for the CCLM from
the quantiles ofxs with the probabilitiesFc(xc):

xcor= F−1
s (Fc(xx)). (4)

On the left side of Eq. (4) stands the new time series and on
the right a transfer function:

T (xc) = F−1
s (Fc(xc)). (5)

This quantile matching corrects the whole intensity distribu-
tion of the modeled precipitation and therefore preserves all
moments (Sennikovs and Bethers, 2009). The gained trans-
fer functions can be applied to the future scenario if assumed
that the model error is the same for the control run and sce-
nario run (Van Roosmalen et al., 2011) and the transfer func-
tions do not change with time (stationarity) (Maraun et al.,
2010). Provided that the bias correction is optimal in the
control period and the model error is removed from the con-
trol run as well from the scenario run, the remaining signal is
only due to climate change (Van Roosmalen et al., 2011).
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Table 3. Nash-Sutcliffe-Efficiencies.

Kronweiler Kellenbach Gensingen

1997–1999 Calibration period 0.85 0.83 0.64
2000–2003 Validation period 0.80 0.87 0.82

Becausexc is a discrete time series,T (xc) has to be inter-
polated to become a continuous function. This has been done
with a linear approach (Gutjahr et al., 2011). A spatial inter-
polation of the transfer functions is carried out for all grid
boxes containing no gaging station by an inverse distance
weighting method, including the three nearest precipitation
stations:

x̂cor=

∑n
i=1

1
dP
i

Ti(xc)∑n
i=1

1
dP
i

, (6)

with n = 3, the number of stations,d the distance of the sta-
tion to the CCLM grid box center andP the power param-
eter. Finally, LARSIM needs hourly input data. Therefore,
the bias corrected daily precipitation fields from CCLM are
disaggregated to hourly fieldsH cor

i,k by:

H cor
i,k = H uncor

i,k ·
Dcor

i,k

Duncor
i,k

, (7)

with H uncor
i,k the original CCLM precipitation fields,Duncor

i,k

the original uncorrected aggregated daily CCLM precipita-
tion fields andDcor

i,k the resulting daily fields after the bias
correction. Indexi denotes the hours and indexk denotes
the days.

3.4 Flow Duration Curves

The FDC is the complement of the cumulative distribution
function of streamflow. In an FDC, discharge is plotted
against exceedance probability and shows the percentage of
time that a given flow rate is equaled or exceeded. This pro-
vides a probabilistic description of stream flow at a given
location (Fig. 2).

Opposite to common daily, monthly and annual FDCs
(e.g. Vogel and Fennessey, 1994; Yadav et al., 2007), we use
FDCs based on hourly discharge.

3.5 Calculation of runoff coefficients

Event runoff coefficients specify the percentage of precipi-
tation that appears as significant runoff above base flow fol-
lowing directly the corresponding rainfall. This study uses
the direct approach of event-based runoff coefficient (Eq.8)
as described by Merz et al. (2006) and Norbiato et al. (2009).

ERC=

∑
Qd

Aeo·
∑

prec·1000
·3.6 (8)

with: ERC = Event Runoff Coefficient,Qd = direct event
runoff [m3 h−1], Aeo= catchment area [km2] and prec = areal
event precipitation [mm h−1].

The semi-automatic method to calculate event-based
runoff coefficients was developed for Austria by Merz at
al. (2006). We adapted this method for catchments in
Rhineland-Palatinate by alteration of program parameters
and verification of calculated runoff coefficients with man-
ually calculated runoff coefficients. The same set of adapted
criteria is used for all catchments in this study.

The calculation of runoff coefficients follows a four-step
approach: First, observed runoff is separated into baseflow
and direct flow using the digital filter proposed by Chapman
and Maxwell (1996). Second, to define events, each runoff
time series was screened from the largest peak flow to the
second largest peak flow and so forth as specified below. A
peak flow was assumed to be the peak flow of a potential
event, if the ratio of direct runoff to baseflow at time of the
peak was larger than 2 and there was no larger flow in the
previous and following 12 h. For each peak flow, the start
and end of an event was searched within a given time pe-
riod by finding the time where the direct runoff becomes
lower than a given threshold, which depends on the direct
runoff at the time of the peak flow. If no starting point was
found, the search was repeated by gradually increasing the
time period and the threshold. With this iterative approach,
the direct runoff at the beginning and end of an event is as
small as possible (Merz et al., 2006; Norbiato et al., 2009).
Next, direct event runoff and event rainfall volume were cal-
culated and event runoff coefficients were estimated follow-
ing Eq. (8). Last, to improve data quality we eliminated
very small events, events caused by snow melt, events with
insufficient data and events with poor event separation.

3.6 Signature indices

Signature indices are used to quantify features resulting from
the comparison of FDCs or Empirical Cumulative Distri-
bution Functions (ECDF) of event runoff coefficients. As
a set, these features are a characteristic fingerprint of the
differences in hydrological behavior.

We use five indices derived from FDCs, following the
definitions given by Yilmaz et al. (2008). For illustration
purposes, Fig. 2 shows two strongly different FDCs: FDC1
and FDC2.
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Fig. 2. Two different flow duration curves with highlighted features that are used to determine signature indices.

1. BiasRR: percent bias in the mean values:

BiasRR=
mean(FDC1)−mean(FDC2)

mean(FDC2)
·100. (9)

BiasRR, which is highlighted by circles (Fig. 2),
quantifies the differences in balance.

2. BiasFDCmidslope: percent bias in slope of the
mid-segment:

BiasFDCmidslope

=

(
log

(
FDC1,0.2

)
− log

(
FDC1,0.7

))
−

(
log

(
FDC2,0.2

)
− log

(
FDC2,0.7

))(
log

(
FDC2,0.2

)
− log

(
FDC2,0.7

)) ·100, (10)

where FDCi,p is the runoff with exceedance probability
p of FDC numberi (red and blue triangles in Fig. 2). It
quantifies the flashiness of flows.

3. BiasFHV: percent bias in high-segment volumes:

BiasFHV=

∫ 0.02
0 FDC1,pdp−

∫ 0.02
0 FDC2,pdp∫ 0.02

0 FDC2,pdp
·100, (11)

this corresponds to the green area in Fig. 2 and
compares the peak discharges.

4. BiasFLV: differences in long-term baseflow:

BiasFLV

=

∫ 1
0,7

(
log

(
FDC1,p

)
− log(Qmin)

)
dp−

∫ 1
0,7

(
log

(
FDC2,p

)
− log(Qmin)

)
dp∫ 1

0.7

(
log

(
FDC2,p

)
− log(Qmin)

)
dp

·100 (12)

where Qmin is the minimum value of FDC1,1 and
FDC2,1, i.e. the lowest runoff at all. The two compared
areas are highlighted in red and blue (Fig. 2).

5. BiasFMM: percent bias in mid range flow levels:

BiasFMM=
median(FDC1)−median(FDC2)

median(FDC2)
·100. (13)

It is highlighted in Fig. 2 by crosses. We defined Bi-
asRR, BiasFLV and BiasFMM differently compared to
Yilmaz et al. (2008). The other four indices use ECDFs
of event runoff coefficients. ECDFs estimate the true
underlying distribution function of the points of a sam-
ple by empirical measures of the sample. From the
ECDFs of event runoff coefficients (ERCs) we derive
four indices (Fig. 3):

6. BiasERC: percent bias of mean runoff coefficients.

BiasERC= (
1

m1

m1∑
j1=1

ERCj1 −
1

m2

m2∑
j2=1

ERCj2) ·100, (14)

wherem1 andm2 are the number of events from datasets
1 and 2

7. BiasERCcv: percent bias of coefficients of varia-
tion, describing variability of runoff coefficients of
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one catchment.

BiasERCcv=


√

1
m1−1

m1∑
j1=1

(ERCj1−ERCmean1)2

ERCmean1

−

√
1

m2−1

m2∑
j2=1

(ERCj2 −ERCmean2)2

ERCmean2

 ·100 (15)

8. BiasERCSummer: percent bias of mean runoff coeffi-
cient in summer (May to October). Calculation like Bi-
asERC (Eq.14) for events between May and October.

9. BiasERCWinter: percent bias of mean runoff coef-
ficient in winter (November to April). Calculation
like BiasERC (Eq.14) for events between November
and April.

3.7 Sensitivity analysis of signature indices

The relatively short length (10 yr) of our simulation periods
gives rise to the question how sensitive are our signature in-
dices to the selection of the corresponding observation pe-
riod. Fortunately, we have 14 yr of observation data at our
disposal. This enables us to move the starting point of the 10-
yr observation period needed for index calculation in daily
steps by a maximum of 4 yr. For each shift of one day, we re-
calculate our signature indices. The resulting values are then
plotted against the shift in days. This gives a first impression
about the degree of uncertainty induced by the selection of
the observation period for index calculation.

4 Results

To demonstrate the discriminating power of the nine signa-
ture indices, we apply the methodology for four different
cases: (1) Assessment of model error, (2) Assessment of bias
correction, (3) Assessment of CCLM control run and (4) De-
tection of climate change signal in the CCLM data set. In
addition, we investigate the sensitivity of signature indices
by shifting the observation period (5).

4.1 Assessment of model error

To assess the error of the hydrological model, deviations be-
tween simulated discharge and measured discharge are cal-
culated (Fig. 4). For all catchments, the model shows higher
mean event runoff coefficients in summer (positive values
of BiasERCSummer). This indicates a wrong simulation
of pre-event conditions during summer. For the catchments

Kronweiler and Kellenbach the other deviations are reason-
ably low. In contrast, simulated runoff for Gensingen is
much higher than the measured one resulting in a large pos-
itive bias for 8 of the 9 indices. This can be explained by
incorrect model calibration as well as by incorrect runoff
measurements at the gaging station Gensingen.

4.2 Assessment of bias correction for precipitation

Bias correction affects the spatial precipitation pattern. For
the catchment Kronweiler, bias correction increases the mean
annual precipitation only by 29 mm a−1 (+3.6 %) (Table 2).
Consequently, the hydrological behavior remains very sim-
ilar to the uncorrected data set (Fig. 5). For the catchment
Kellenbach, bias correction decreases mean annual precipita-
tion by 55.6 mm a−1 (−7.6 %), resulting in a visible but mod-
erate decrease of 7 index values. For the catchment Gensin-
gen, bias correction decreases the mean annual precipitation
by 131.6 mm a−1 (−19.4 %), whereas the simulated runoff
decreases by 66 % (BiasRR) compared to the uncorrected
dataset (Fig. 5). Much dryer pre-event conditions result in
lower BiasERC with higher variance (BiasERCcv). While
for the other two catchments bias correction of precipitation
only causes moderate changes in hydrologic response, the
example of Gensingen highlights the non-linear relationship
between runoff and precipitation when mean annual precip-
itation falls below potential evaporation (Table 1). In addi-
tion, we have to note that bias correction for the Kronweiler
catchment is far too low as we can conclude from the control
run (Table 2). Here, the difference between bias corrected
CCLM control run and measured rainfall is−124.6 mm a−1

(−13.3 %).

4.3 Assessment of CCLM control run (bias corrected
for precipitation)

Deviation between bias corrected CCLM control run and the
measured climatic input is clearly visible (Fig. 6). For Kro-
nweiler a small decrease in overall runoff (BiasRR), reac-
tivity (BiasFDCmidslope) and peak flows (BiasFHV) can be
detected. This can be explained by the lower yearly mean
precipitation in the CCLM control run (Table 2). In con-
trast, a much higher mean event runoff coefficient in summer
(BiasERCSummer) can be observed. This is caused by the
lower mean annual temperatures in the CCLM control run. A
temperature bias of approx.−1.6◦C (Table 4) causes lower
evaporation rates resulting in higher pre-event water content
and thus higher event runoff coefficients.

The other two gaging stations show a clear increase for
most of the signature indices, though there is no difference in
yearly mean precipitation between the two datasets (Table 2).
This increase is only seemingly contradictory: the difference
can again be explained by the lower mean annual tempera-
tures in the CCLM control run (bias of−1.2 and−1.5◦C).
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Fig. 3. Empirical Cumulative Distribution Function of event runoff coefficients (ERC) for catchment Kellenbach and derived signature
indices.

Fig. 4. Signature indices resulting from comparison of (1) the measured discharge time series and (2) the simulated discharge time series
using measured meteorological input data, 1994–2003.

4.4 Detection of climate change signal in CCLM data

A climate change signal can be detected by analyzing the
differences between the control run and the future projec-
tion of climate: For the catchments Kellenbach and Gensin-
gen, a small decrease in annual precipitation (Table 2) and
a clear increase in temperature (Table 4) cause a decrease in
high flows (negative index BiasFHV) and event runoff co-
efficients (Fig. 7). Also the water balance (negative index
BiasRR) and the reactivity of the catchment (negative index

BiasFDCmidslope) decrease. Partly contrasting, the catch-
ment Kronweiler shows a small increase in annual precipi-
tation, which seems to be compensated by the higher evap-
oration losses, resulting in index values close to zero. Only
the high flow volume decreases (negative index BiasFHV).
This decrease can probably be explained by a slightly differ-
ent temporal distribution of rainfall, because the indices for
the event runoff coefficients remain unchanged compared to
the control run.
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Fig. 5. Signature indices resulting from comparison of simulated discharge time series using (1) original CCLM-data and (2) bias corrected
CCLM-data, 2015–2024.

Fig. 6. Signature indices resulting from comparison of simulated discharge time series using (1) measured meteorological input data and (2)
bias corrected CCLM-data, control period.

4.5 Sensitivity of signature indices to shift in
observation period

A shift in the observation period results in visible fluctuations
of signature indices (Fig. 8). Derivations from FDC are more
sensitive than signature indices based on ERC. Inclusion of
very dry or wet years or inclusion of extreme events (in our
example the 100-yr flood event in 1993) mainly affects Bi-
asRR, BiasFMM and BiasFHV. Signature Indices based on
ERCs show a largely stable mean. BiasERCWinter remains
almost constant. This is a specific property of the catchment
Kronweiler; in winter, we continuously observe high event
runoff coefficients due to high soil moisture conditions (see
also Table 1). BiasRR and BiasFMM are highly correlated,
but show – in our example – a considerable difference in
level. This is not the case for the catchment Kellenbach; here,
level and variation of both indices are identical (not shown).

5 Discussion

Our study revealed differences between simulated discharge
(using measured meteorological data as input) and measured
discharge for all gaging stations (Fig. 4). These differences
are partly due to calibration errors of the model (Kronweiler,

Kellenbach), but also clearly indicate a larger balance error
at the gaging station Gensingen. Here, the large positive bias
for 8 of 9 indices could be explained by incorrect model cal-
ibration as well as by incorrect runoff measurements at the
gaging station Gensingen. Both presumptions are explain-
able by visible inconsistencies in the rating curve of this gag-
ing station. It looks as though we have higher mean dis-
charges after the year 1999. For the catchments Kronweiler
and Kellenbach, we recommend the use of signature indices
for multi-criteria model calibration leading to more behav-
ioral model parameterizations (Van Werkhoven et al., 2008;
Herbst et al., 2009a, b). In the case of Gensingen, model cal-
ibration on signature indices would lead to an invalid model
parameterization due to inconsistencies in the rating curve of
the gaging station. Only after a readjustment of the rating
curve, model calibration can be successful.

We expect the highest impact of climate change on hy-
drologic systems when annual precipitation comes close to
or even below potential evaporation. Due to the highly non-
linear behavior of our hydrological models, the sensitivity of
the proposed signature indices increases in such cases (Fig. 5,
see catchment Gensingen).

The large differences between the CCLM control period
and the measured climatic data (Fig. 6) lead to the conclu-
sion that bias correction of temperature fields and further
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Table 4. Statistics of temperature fields: mean annual temperature in◦C.

Kronweiler Kellenbach Gensingen Nahe

1994–2003 measured mean 8.63 8.86 10.06 9.35
std 0.74 0.80 0.67 0.76

control run CCLM mean 7.04 7.32 8.81 7.87
std 0.65 0.69 0.67 0.67

2015–2024 CCLM mean 7.74 7.97 9.48 8.63
std 0.63 0.61 0.61 0.62

Fig. 7. Signature indices resulting from comparison of simulated discharge time series using bias corrected CCLM-data, 1 km resolution of
the periods (1) control period and (2) 2015–2024.

adjustment of bias correction of precipitation fields, espe-
cially in the small mountainous ranges, is indispensable.
Evaluation of the different approaches for bias correction of
precipitation and temperature should be based on subsequent
hydrologic simulation and calculation of the proposed signa-
ture indices. This is especially important when calculated for
representative sub-catchments in a larger basin area, where
only a sparse network of observation points is available for
bias correction (Benoit et al., 2000). In this case, signature
indices act as indirect “efficiency measures” or “similarity
measures” for the control period of the simulation. There-
fore, application of signature indices for the control period
facilitates the decision on the suitability of the bias corrected
data for future impact studies (Fowler et al., 2007).

The impact of projected climate change (2015–2024) on
the hydrology of our catchments is very small (Fig. 7), par-
ticularly if compared to other sources of error (model struc-
ture, model calibration, bias correction). Nevertheless, all
catchments show a tendency, which clearly corresponds to
the expectations derived from the properties of CCLM data
sets (see Tables 2 and 4).

Our study is based on relatively short time series of 10 yr
length. This fact prohibits application of conventional statis-
tics (e.g. derivation of frequency distributions). Fortunately,
most of the proposed signature indices show only moderate
sensitivity to a shift of the observation period (Fig. 8). Bi-
asFHV evaluates the upper 2 % of all values and therefore

focuses on rainfall driven periods with high discharges with-
out being too sensitive on single extreme peaks. However,
BiasFHV is quite sensitive to extended flood periods (like
the 100-yr event in winter 1993, as shown in Fig. 8). BiasRR
and BiasFMM clearly react on fluctuations of the long-term
water balance. To avoid misinterpretation of results, we rec-
ommend carefully selecting a representative observation pe-
riod, especially with regard to extremes. In our case, the
selected observation period (1994–2003) shows much higher
standard deviation for annual precipitation than the CCLM
control period (Table 2). This is mainly caused by 2 extreme
values included in the data set: a 50-yr flood (1995) and the
driest summer of the total observation period (2003).

In some special cases, the selection of mean values from
the empirical distributions of event runoff coefficients (Bi-
asERC, BiasERCSummer, BiasERCWinter) may not suffi-
ciently distinguish the three distributions (Fig. 3). To circum-
vent this, these signature indices may be based on the slope
of a particular segment of the distribution function (Ley et
al., 2011) or the distribution function may be parameterized
and classified as proposed by Merz et al. (2006).

6 Conclusions and outlook

It could be shown that application of signature indices is a
valuable tool to assess differences in simulated runoff be-
havior resulting from climatic data sets of different source
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Fig. 8. Sensitivity of signature indices to selection of observation period (catchment Kronweiler).

and/or time reference. The hydrological model acts as a fil-
ter for the meteorological input and is therefore sensitive to
biases in mean and spatial distribution of precipitation and
temperature (Wood et al., 2004; Sangati et al., 2009).

Our study underlines the applicability of the proposed
method; it supports on the one hand the elimination of the
main sources of error (model calibration, bias correction),
and it allows on the other a clear assessment of important
dynamical aspects of runoff behaviour caused by a chang-
ing climate. Evaluation of dynamic system behavior remains
applicable when direct comparison based on conventional
statistical metrics is not possible. In any case, we could
show that the proposed method clearly visualizes hydrologi-
cal changes and allows for a straightforward interpretation of
results. In detail, the selected signature indices allow fast as-
sessment of changes in water balance (BiasRR, BiasFMM),
vertical water distribution (BiasFHV, BiasFLV), reactivity
(BiasFDCmidslope), runoff generation (BiasERC, BiasER-
Ccv) and seasonality (BiasERCSummer, BiasERCWinter).

Fowler et al. (2007) claim with reference to Wood et
al. (2004) that the minimum standard for any useful down-
scaling procedure for hydrological applications is that the
“historic (observed) condition must be reproducible”. To
reach this goal, our future work will focus on improving
bias correction for CCLM data sets. The assumptions for
the bias correction method used in this study are stationarity
of the transfer functions with time and that all possible ex-
treme values occurred in the control period, since there is no
extrapolation for future extremes implemented. Shifting the
distribution to an extreme value distribution at the tail with a
dynamic mixture model could be a feasible solution (Frigessi
et al., 2003; Vrac and Naveau, 2007). Another shortcoming
affects the physical consistency if one variable of the climate
model is corrected with no respect to any covariance with
other variables. This causes internal inconsistency if cor-
rected variables are used together with uncorrected variables

(Knutti, 2008). In order to find the most suitable bias correc-
tion technique, evaluation of bias corrected data sets should
always be based on methods which strongly rely on the inter-
pretation of the hydrologic reaction of a given climate model
output. The proposed signature index method represents a
step forward in that direction.

Here, it should be mentioned that this study is not intended
to draw scientifically sound conclusions on hydrological im-
pact of climate change for our study area. For this purpose
an ensemble approach would have been necessary (Knutti,
2008; Teutschbein and Seibert, 2010) as well as an improved
bias correction method, which also considers the extreme
value problem (Bóe et al., 2007). Actually, on the selected
scale of 5 km2, ensemble runs of nested CCLM models are
not yet available.
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Boé, J., Terray, I., Habets, F., and Martin, E.: Statistical
and dynamical downscaling of the Seine basin climate for
hydro-meteorological studies. Int. J. Climatol., 27, 1643–1655,
doi:10.1002/joc.1602, 2007.

Casper, M. C., Herbst, M., Grundmann, J., Buchholz, O., and
Bliefernicht, J.: Influence of rainfall variability on the simulation
of extreme runoff in small catchments, Hydrol. Wasserbewirts.,
53, 132–137, 2009.

Chapman, T. G. and Maxwell, A. I.: Baseflow Separation – Com-
parison of Numerical Methods with Tracer Experiments, I.E.
Aust. Natl. conf. Publ. 96/05, 539–545, 1996.

Elpers, C., Hohenrainer, J., Großkinsky, B., Vollmer, S., and
Richter, K. G.: Aufstellung von Wasserhaushaltsmodellen fuer
die Landesflaeche von Rheinland-Pfalz und fuer das Moselge-
biet, Teil B: Wasserhaushaltsmodelle Sieg und Rheinland-Pfalz,
internal project report (IBL, Karlsruhe), 49 pp., unpublished,
2008.

Fowler, H. J., Blenkinsop, S., and Tebaldi, C.: Linking climate
change modelling to impacts studies: recent advances in down-
scaling techniques for hydrological modelling, Int. J. Climatol.
27, 1547–1578.doi:10.1002/joc.1556, 2007.

Frigessi, A., Haug, O., and Rue, H.: A dynamic mixture model
for unsupervised tail estimation without threshold selection, Ex-
tremes, 5, 219–235, 2003.

Gerlach, N.: INTERMET – Interpolation meteorologis-
cher Gr̈oßen, in: Niederschlags-Abfluss-Modellierung
zur Verl̈angerung des Vorhersagezeitraumes operationeller
Wasserstands-Abflussvorhersagen, edited by: Bundesanstalt für
Gewaesserkunde, Reihe BfG Veranstaltungen, 3/2006, 5–14,
2006.

Gutjahr, O., Heinemann, G., Casper, M. C., and Rock, A.: Statisti-
cal bias correction for daily precipitation fields from COSMO-
CLM over the Nahe catchment area. European Geosciences
Union (EGU), General Assemby, Vienna, Austria, Geophys. Res.
Abstracts, Vol. 13, EGU2011-3074, 2011.

Liu, Y., Gupta, H. V., Springer, E., and Wagener, T.: Linking sci-
ence with environmental decision making: Experiences from an
integrated modeling approach to support sustainable water re-
sources management, Environm. Modell. Softw., 23, 846–858,
doi:10-1016/j.envsoft.2007.10-007, 2008.

Herbst, M., Casper, M. C., Grundmann, J., and Buchholz, O.: Com-
parative analysis of model behaviour for flood prediction pur-
poses using Self-Organizing Maps, Nat. Hazards Earth Syst. Sci.,
9, 373–392,doi:10.5194/nhess-9-373-2009, 2009a.

Herbst, M., Gupta, H. V., and Casper, M. C.: Mapping model be-
haviour using Self-Organizing Maps, Hydrol. Earth Syst. Sci.,
13, 395–409,doi:10.5194/hess-13-395-2009, 2009b.

Jacob, D. and Podzun, R.: Sensitivity studies with the regional cli-
mate model REMO, Meteor. Atmos. Phys, 63, 119–129, 1997.

Knutti, R.: Should we believe model predictions of future cli-
mate change?, Phil. Trans. Roy. Soc. A 366, 4647–4664,
doi:10.1098/rsta.2008.0169, 2008.
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