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Abstract. This study evaluated between-sample memory inup to 7.5 %o fors?H and 0.54 %. fo180 when all injections

isotopic measurements 6fH and 8180 in water samples  were retained in the computation of the reportablealue,

by laser spectroscopy. Ten isotopically depleted water sambut a significant increase in measurement precision (standard

ples spanning a broad range of oxygen and hydrogen isotopideviation in the range 0.1 %0—1.0 %o fé#H and 0.05 %o—

compositions were measured by three generations of off0.17 %o fors180) was obtained when the first eight injections

axis integrated cavity output spectroscopy and cavity ring-were discarded. In conclusion, this study provided a practi-

down spectroscopy instruments. The analysis procedure ercal solution to mitigate between-sample memory effects in

compassed small (less than 2 %o 88H and 1 %o fors180) the isotopic analysis of water samples by laser spectroscopy.

and large (up to 201 %o fo8%H and 25 %o fors180) dif-

ferences in isotopic compositions between adjacent sample

vials. Samples were injected 18 times each, and the between-

sample memory effect was quantified for each analysis runl Introduction

Results showed that samples adversely affected by between-

sample isotopic differences stabilised after seven—eight injecThe use of laser absorption spectroscopy for the determi-

tions. The between-sample memory effect ranged from 14 %mation of water stable isotopes?d and §180, VSMOW-

and 9% fors2H and 5180 measurements, respectively, but SLAP scale) in water samples is becoming increasingly com-

declined to negligible carryover (between 0.1% and 0.3 %mon worldwide. The availability of lower cost off-axis in-

for both isotopes) when the first ten injections of each sam+egrated cavity output spectroscopy (OA-ICOS) instruments

ple were discarded. The measurement variability (range an@nd cavity ring-down spectroscopy (CRDS) devices com-

standard deviation) was strongly dependent on the isotopigared to isotope-ratio mass spectrometers (IRMS), allowed

difference between adjacent vials. Standard deviations weréesearchers to take greater advantage of water isotopes as
tracers in hydrological studies. Several studies tested the
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performance of OA-ICOS (Lis et al., 2008; Wassenaar et
al., 2008; IAEA, 2009b; West et al., 2010; Schultz et al.,
2011) and CRDS instruments (Brand et al., 2009; Chesson
et al., 2010; Gkinis et al., 2010) for the analysis of water
samples, revealing very good comparability with isotope-
ratio mass spectrometric techniques. Given the relatively re-
cent advent of laser spectroscopy in hydrological laborato-
ries, some practical aspects and shortcomings in the field of
water research remain unexplored.

Recently, a comparative study of OA-ICOS spectroscopes
tested against a mass spectrometer found poor accuracy of
laser spectroscopy results specifically for isotopically de-
pleted water samples (Penna et al., 2010). This poor accu-

D. Penna et al.: Evaluation of between-sample memory effects in the analysiséH and 5§80

USA), named “PIC-1", “PIC-2” (first generation) and
“PIC-3" (second generation). The volume of water for
each injection was 2 ul. The manufacturer reported the
1-0 measurement precision below 0.5 %o ffH and

0.1 %o for 180 (Picarro, Inc., 2008).

3. IRMS: one Thermo Fischer Delta Plus Advantage

mass spectrometer (Thermo Fisher Scientific Inc., Mas-
sachusetts, USA) connected to a GFL 1086 equilibra-
tion device. The measurements were carried out with a
classical dual-inlet system using a @8, water equili-
bration technique (Epstein and Mayeda, 1953; Horita et
al., 1989). The external &-precision of the instrument

was+0.7 %o and=+0.05 %, fors2H ands§80 measure-

racy was related to between-sample memory effects (MESs) ;
ments, respectively.

— defined as the carryover of the sample being measured by

traces of the previous water sample(s) (Olsen et al., 2006)gq g instruments we used new syringes, adopting the anal-
Here we assessed the practical implications of the analysis %;sis specifications as recommended by the manufacturers.
water samples characterised by a wide range of isotopic Valgetore each analysis run, we performed the standard mainte-
ues and different conditions (under which the occurrence Ofnance, such as changing the injection port septum and check-

MEs might significantly influence the final isotopic measure- g that the transfer line and the injection block were cleaned.
ment) on the performance of different laser spectroscopes. £ rther information regarding the theory of operation of

For this experiment we tested three OA-ICOS and CRDS inyne two laser systems is reported elsewhere (OA-ICOS:

struments of different generations using a set of ten isotopi-sayres et al., 2009; Wang et al., 2009; CRDS: Brand et al.
cally depleted water samples. 2009: Gkinis et al. ’2010)_ ' ' ’

2.2 Samples and analysis scheme
2 Materials and methods P 4

The comparative test was performed on ten isotopically de-
pleted samples derived from snow surface samples collected
at different locations in Antarctica, provided by the Isotope

. " Péeochemistry Laboratory of the University of Trieste. The
(three OA-ICOS: Delft University of Technology, the Nether- isotopic composition of the samples ranged fre@31.7 %o

Iandfs, Czech Technical Unlvers_lty in Prague an_d Czech Ge.fo — 421 1% for $2H and from —29.83 % t0 —53.41 %,
ological Survey, Czech Republic; three CRDS mstruments.]cor 5180, Each samole was analvsed ten times by IRMS
University of Trieste, Italy, University of drich, Switzer- ' P y y

. . . ., and the average and standard deviation values were re-
land, International Atomic Energy Agency, Vienna, Austria)
. . . orted (Table 1). Three laboratory measurement standards
and one mass spectrometer (University of Trieste), used a . ) o
at bracketed the isotopic composition of the samples

reference. Due to the rapid evolution of laser spectroscop)(N .
o r ere used. These measurement standards were calibrated
technology, we tested early and new generation instruments,

The spectroscopes included: against IAEA (International Atomic Energy Agency) water
P P ' standards (Gonfiantini, 1978) in relation to the VSMOW-

1. OA-ICOS: one Liquid Water Isotope Analyser, model SLAP scale and normalised adopting the procedure de-
DLT-100 version 908-0008 (first generation), one ver- Scribed in IAEA (2009a). All samples and standards were
sion 908-0008-2000 (second generation) and one verPipetted into ND8 32 11.6 mm screw neck 1.5 ml vials with
sion 908-0008-3000 (third generation), manufacturedPTFE/silicone/PTFE septa with 1 ml of water sample. Vial
by Los Gatos Research Inc. (LGR, Mountain View, fillingwas done in the same laboratory to ensure sample con-
California, USA). These instruments are referred to asSistency at all test locations. The samples were measured fol-
“LGR-1", “LGR-2" and “LGR-3", respectively. The lowing the procedure suggested by the Isotope Hydrology
volume of water for each injection was 750 nl. Accord- Laboratory at IAEA (IAEA, 2009b) and tested by Penna et
ing to the manufacturer’s specifications (Los Gatos Re-al- (2010). The scheme consisted of two measurement stan-
search, Inc., 2008), thed-measurement precision was dards, interpolated by a linear regression, and a control stan-
below 0.6 %o fors2H and 0.1 %o fors180. dard not included in the calibration. The regression between

measurements and knowrvalues for calibration standards

2. CRDS: two Picarro L1102-i liquid analysers (first gen- was used to convert the measured absolute isotopic ratios to
eration) and one L2130-i (second generation), manu+espectives-values. We adopted a modified version of this
factured by Picarro (Picarro, Santa Clara, California, template, sampling each vial 18 times instead of six times in

2.1 Laser spectroscopes and mass spectrometer
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Table 1. Isotopic compositions of samples and laboratory measure-whereiq represents the isotopic content of the first injection
ment standards. The reported values represent the average and tbesamplek. The computation ofe) was repeated for all in-

standard deviation of ten replicates. jections of samples. The ratio f:
e
D 82H  Std.dev. 10  Std.dev. f=7 3)
(%) 82H (%o) (%) 580 (%o)

constituted an approximation of ME. The final value of ME

L —23L.7 05 —29.83 0.02 was determined considering an exponential decline with time
2 —258.7 0.4 -33.07 0.01 S LS .

3 o775 05 —34.96 0.02 and multiplying, for each injection of the series, the f-value
4 3038 04 —38.26 0.03 times a reduction factor (RF) defined as follows:

5 —-312.2 0.6 —-39.47 0.02 f

6 —334.7 04 —42.24 0.02 RF= - 4)

7 —338.5 0.5 —-43.73 0.02

8 —373.1 0.4 —48.02 0.02 wherec was computed as:

9 —-390.4 0.5 -50.20 0.02 _ 2 3

10 4211 0.5 —53.41 0.02 c=f+ftf ®)
STD1  —221.8 0.5 —29.06 0.04 to take into account the (most likely small) contribution
STD2 31338 04 -40.22 0.02 of previous injections of the first sample to the total ME
STD3 —422.8 0.4 -53.83 0.02

(Groning, 2011).

order to better observe the sequential trend of MEs. The wa3 Results and discussion
ter samples were grouped in two sets of five interposed by
three triplets of laboratory measurement standards. Each rud.1 Measurement stabilisation and memory effect

was started with a dummy sample to prime the transfer line o ) 18
and stabilise the machine and ended with deionised water td "€ graphs in Fig. 1a, b display ttiéH ands'%0 values of

clean the syringe (IAEA, 2009b). the second triplet of laboratory measurement standards for
We took advantage of the wide isotopic range of the sam-£ach instrument, as a function of the number of injections
ples and measurement standards in designing the analysis seérformed during the run (i.e., trend over time during the
guence template presented in Table 2, where some adjaceH{n)- For the f|_rst injections, the curves referring to the sec-
vials were very close in isotopic composition, whereas other<nd and the third standards (STD2 and STD3) showed a devi-
differed markedly. This allowed us to test the performance@tion from thes-values obtained during the central and final
for a broad range of differences in isotopic compositions be-Part of the run. On average, at least seven or eight injections
tween adjacent vials (the lowest absolute difference betweeM/€re required in order to obtain stable values (i.e., to observe
the heaviest and lightest water was approximately 2 %o forvarations between successive injections within the range of
82H and 1 %. fors180, whereas the highest absolute differ- the instrumental precision). Conversely, the first measure-
ence between the isotopically heavier and lighter water waghent standard (STD1) exhibited more stable behaviour over
approximately 201 %o fo82H and 25 %. fors180 (Table 2). time. STD2 and STD3 represented waters most affected by
ME was computed following Gming (2011), assuming a high inter-vial isotopic difference, whereas STD1, in the sec-
constant memory decrease over time. For each pair of adjaQ”d triplet, was characterised by a relatively small isotopic
cent vials, we considered the isotopic differenéglfetween difference with respect to the composition of the antecedent
the mean of the last three injections of the two samples a¥ial (Table 2). In addition, the same plots were drawn for

their true isotopic difference: of[her samples (not shown), feat_uring _much smaller isotopic
- - difference compared to the previous vial, but almost no vari-
d = (i18. i17.i16), — (i18.117.116) ; (1) ations after the first two or three injections were observed.

Therefore, we related this behaviour to the tendency of each

laser spectroscope to buffer the influence of the isotopic con-

tent of the previous sample during the run. This effect was

observed for both isotopes, even though the trend ¥8®

was generally more variable than f6fH. The effect was

influences of random fluctuations or the occurrence of “badObS(:"rV‘.aIble on all spectroscopes, but slightly less evi(_jent on
CRDS instruments. However, for both laser technologies and

injections” (Penna et al., 2010). In the following, the isotopic : .
difference ¢) between the average of the last three injectionspartlcuuflrly for OA-ICOS instruments, the newest genera-
tions of instruments showed a marked performance improve-

of the second sample and its first injection was computed as . I . .
P J P ment in the stabilisation effect (i.e., smaller difference be-

e= (ilg, i17, i16)k —(iD)g (2) tween the values at the beginning and in the central-final part

wherei1g, i 17 andi1g represent the isotopic content of the last
injections in the sequenckjs a sample and is the previous
sample with respect tb. However, instead of using the value
of the last injection as the true value (as indGing, 2011),
the mean of the last three was computed to avoid possibl
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Table 2. Sequence of samples and standards in the analysis run and absolute isotopic differences (IRMS values) between each vial anc
the previous. DW: deionised water. STD: laboratory measurement standard. Number: sample ID. All values are rounded to improve the
readability.

Dw STD STD STD 5 4 3 2 1 ST STD STbD 6 7 8 9 10 STD STD STD

1 3 2 1 2 3 1 3 2
82H difference (%o) - 166 201 109 2 8 26 19 27 10 200 109 21 4 35 17 31 199 201 109
8180 difference (%o) - 21 25 14 1 1 3 2 3 1 25 14 2 1 4 2 3 24 25 14

OA-ICOS CRDS OA-ICOS CRDS

-210

-220 |

-230

-240

-305
STD2
5'315' S 0805 00000060000 oo
T ©
% 325
335 2
-390 _
it —e— LGR-1| [STD3 | —e— PIC-1 —e— PIC-
—e— PIC2
o PIC3

00009000

1234567 8 9101112131415161718 1 2 3 4 5 6 7 8 9 1011121314151617 18
number of injections per vial number of injections per vial

Fig. la. Measurement stabilisation by sequential injection num- Fig. 1b. Measurement stabilisation by sequential injection num-
ber for three laboratory measurement standards (second triplet ifer for three laboratory measurement standards (second triplet in
an analysis run) for hydrogen. Left column: OA-ICOS instruments. an analysis run) for oxygen. Left column: OA-ICOS instruments.
Right column: CRDS instruments. Right column: CRDS instruments.

of the run compared to earlier models) and in the overall lowout of 18 compared to the first ten injections. Overall, the
variability (i.e., precision) of the measurements. average and the standard deviation of MEs ranged between
Figure 2 shows the ME for the transition between STD10.8% and 3.0 % and between 0.8 % and 3.9 %, respectively,
and STD3 (third triplet in the run), the situation when the when considering the first ten injections. However, average
highest isotopic difference between adjacent vials occurredvalues ranged from 0.1% to 0.3% for both hydrogen and
The ME was greater for hydrogen than for oxygen, as ob-oxygen isotope species and standard deviation values ranged
served elsewhere (Gupta et al., 2009). For OA-ICOS instrufrom 0.1 % to 0.6 % when the last eight injections were con-
ments the maximum ME ranged approximately from 6 % to sidered. This suggests that, even for very high differences in
14 % for 8°H measurements and from 4% to 9 % #£0 isotopic composition of subsequent samples, discarding the
measurements. For CRDS instruments, the maximum MHirst ten injections and averaging the remaining ones prevents
ranged approximately from 4 % to 6 % and from 2 % to 4 % the final§-value from being affected by MEs. Furthermore,
for 82H ands80, respectively. The analysis revealed that the Table 3a, b reveals that, on average, ME values were similar
first eight—ten injections were most affected by MEs for all for both OA-ICOS and CRDS instruments, the only appre-
instruments, whereas the final six—eight injections exhibitedciable difference being the higher percentages of OA-ICOS
negligible MEs. This was confirmed by observing the aver-spectroscopes for the first two or three injections (Fig. 2).
age and standard deviation of MEs computed separately for It is worth noticing that ME values were, on average,
the first ten and the last eight injections (Table 3a, b). Theslightly lower for the most recent spectroscope models, com-
dataset in this Table was formed by the 18 injections per-pared to early ones. Improvement in the reduction of MEs,
formed during each of the three transitions in an analysis rurreflected also in lower standard deviations of ME, was par-
(considered together) between STD1 and STD3. Analysis oficularly evident in third generation OA-ICOS instruments
Table 3a, b clearly confirmed, for both isotopes and for all (LGR-3), for which discarding six injections would provide
spectroscopes, the smaller MEs for the last eight injectionsan effective solution. Conversely, LGR-2 showed the highest
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Table 3a. Average and standard deviations of memory effects (hydrogen) considering the first ten and the last eight injections out of 18 for
three transitions in an analysis run (considered together) between STD1 and STD3.

First 10 out of 18 injections Last 8 out of 18 injections

LGR-1 LGR-2 LGR-3 PIC-1 PIC-2 PIC-3 LGR-1 LGR-2 LGR-3 PIC-1 PIC-2 PIC-3

Number of samples 30 30 30 30 30 30 24 24 24 24 24 24
Average (%) 1.9 3.0 1.1 1.4 1.3 1.5 0.3 0.2 0.1 0.2 0.2 0.1
Std. deviation (%) 29 3.9 1.7 1.3 1.7 1.7 0.3 0.6 0.1 0.1 0.2 0.1

Table 3b. Average and standard deviations of memory effects (oxygen) considering the first ten and the last eight injections out of 18 for
three transitions in an analysis run (considered together) between STD1 and STD3.

First 10 out of 18 injections Last 8 out of 18 injections
LGR-1 LGR-2 LGR-3 PIC-1 PIC-2 PIC-3 LGR-1 LGR-2 LGR-3 PIC-1 PIC-2 PIC-3
Number of samples 30 30 30 30 30 30 24 24 24 24 24 24
Average (%) 14 24 0.8 1.0 1.0 11 0.3 0.2 0.2 0.1 0.2 0.1
Std. deviation (%) 2.0 2.5 1.1 0.8 1.2 1.0 0.4 0.5 0.1 0.1 0.1 0.1
OA-ICOS CRDS OA-ICOS CRDS
: . 40 1T
2 e téhe hydrogen| P
%% 30 @® LGR-3 ®
B
E 20
g
_ % 10
. s aed
% 1 10 100 1000 1 10 100 1000
g inter-sample range (é‘ZH Yo)
£
£ 3
£ ® LGR-1 ® PIC1
g |ekm ¢ ope 2 R
o 2 L] °
5 o0
o o
g 1 P # o&
1234567 8 9101112131415161718 1 2 3 4 56 6 7 8 9 10111213 141516 17 18 £ 8 o ‘ ' % e
number of injections per vial E ol @ 8 C‘ %ﬁ g (.) g; g
1 10 100 1000 1 10 100 1000
Fig. 2. MEs as a function of the number of sequential injections inter-sample range (5'°0 %)

of the same vial for the transition between STD1 and STD3 (third Fig. 3. Relation bet the isotopi . - f
triplet in an analysis run). Upper row: hydrogen. Lower row: oxy- ig. 3. Relation between the isotopic range (maximum-minimum o

gen. Left column: OA-ICOS instruments. Right column: CRDS in- 18 injections) within each vial (either sample or measurement stan-
struh ents ' ' ' dard) and the absolute isotopic difference between adjacent vials in

the tray. Upper row: hydrogen. Lower row: oxygen. Left column:
OA-ICOS instruments. Right column: CRDS instruments.

percentage of ME (Fig. 2 and Table 3a, b), even higher than
the first generation machine (LGR-1). This difference did notlong analysis times (including longer between-sample cav-
seem to be related to any specific variable, since all machinely vacuum pumping) could facilitate the removal of water
were routinely cleaned and maintained and the sampling conmolecules of the previous sample from the system. Con-
ditions were the same for all instruments. An intrinsic vari- versely, short analysis times could allow for the persistence
ability for one specific instrument could be assumed, but fur-of residual water molecules in the vacuum chamber. How-
ther analyses are necessary to verify such behaviour. ever, based on our analyses, a dependency on analysis time
Theoretically, the difference in MEs between OA-ICOS was not found. In general, LGR-1 (first generation) took
and CRDS devices (Fig. 2) or the different amount of ME 245 s to inject and measure a sample, LGR-2 (second genera-
between instruments of various generations (Table 3a, b, edion) took 140 s and LGR-3 (third generation) took only 77 s.
pecially for LGR machines) might be related to the differ- Nevertheless, the highest values of ME were not observed for
ent analysis times for each injected water sample. In factthe “slowest” first generation machine, as might have been

www.hydrol-earth-syst-sci.net/16/3925/2012/ Hydrol. Earth Syst. Sci., 16, 3928333 2012
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Fig. 4a. Standard deviation fo82H for two laboratory measure- Fig. 4b. Standard deviation fo3-°O for two laboratory measure-

ment standards and one sample as a function of number of averagéH?nt_SIandards ar_ld one sample as a fu_n(_:tio_n of number of averqged
injections. 18/18 indicates that all 18 injections of the same vial 'Njections. 18/18 indicates that all 18 injections of the same vial

(either standard or sample) were averaged, whereas 17/18, 16/1££ither standard or sample) were averaged, whereas 17/18, 16/18,

15/18. .. indicates that only the last 17, 16, 15... injections were av_15/18... indicates that only the last 17, 16, 15... injections were av-

eraged (and the remaining discarded). The dotted horizontal line inTera_ged (and the remaining dlscarded)._The dotted horizontal line
dicates currently acceptable reference precisionder(1%o). The  Indicates an acceptable reference premsmr_ﬁ%@O (0.1%). The

legend depicts the difference between the isotopic composition ofe9€Nd depicts the difference between the isotopic composition of
the standard/sample displayed and the isotopic composition of théhe standard/sample displayed and the isotopic composition of the

previous vial analysed in the tray. previous vial analysed in the tray.

from STD1 to STD3). No significant differences in MEs
p " i : were found.
expected, and the “fastest” third generation spectrosco_pe Was T four panels of Fig. 3 show, for hydrogen and oxy-
not the one most affected by MEs (on the contrary, it had en and for the six test instruments, the intra-vial range of
the lowest ME). Furthermore, CRDS lasers, that on averagg ’ g

S . fsotopicé-values (i.e., maximum minus minimum, when all
showed similar values (.Df ME compared to OA-ICOS mstrt_J- 18 injections were considered) as a function of the inter-vial
ments, took 540s (9 min) to perform a measurement, bein

more than two times. almost four times and more than Si)?ange (i.e., the isotopic difference between waters analysed
. ! . during the run). The strong linear relation (x-axis is logarith-
times slower than LGR-1, LGR-2 and LGR-3, respectively. . . . .
: . : . mic scale to better display low values of inter-sample differ-

Therefore, other influencing factors must explain the differ- . :
ences in ME between the three OA-ICOS aenerations antince) observed for all machines revealed that the high mea-
for the initial injections between the two te(?hnolo ies. For urement variability, obtained when averaging all injections,

) gles. was related to the isotopic differences between adjacent vials

instance, the length of the transfer line (the longer the Ime’which, in turn, was related to high percentages of ME. The

the higher are supposed the MEs), the heating of the tranSfecgorrelation between intra-vial and inter-vial isotopic range

line a_nd (.)f the caylty (higher temperature helps the Sampledeclined noticeably when discarding the first four injections
vaporization and likely reduces MEs), the amount of water

. ! L from 18 to 15) and averaging only the last 14, ten or six in-
per unit surface area of the laser cavity, the injection speecg . . ). veraging onty 1 xan-
(the rate at which the water is injected into the instrument) jections, as indicated by the decreasing values of the determi-

the pUMD-OUL rate. the svringe deterioration. and the Varia_nation coefficient (not reported here). The dependency of the
ne pump-out ' ynnge d ' 18 injection-averaged intra-vial variability on the inter-vial
tions in vaporiser temperature might all affect the MEs. We . S )
|gs;0t0p|c differences was more pronounced for the first and
. X : econd generation OA-ICOS instruments compared to first
]:—:‘ur!yv?/fmisc?r?isstggjgn?&?tssc;v;?cc)):‘lir:?svs)rl(\e/::%%itch; m;guracwr@eneration CRDS instruments. However, the performance

Furthermore, we analysed and quantified (data are not rec_>f the latest generation instruments of both manufacturers
' y 4 (LGR-3 and PIC-3) was almost identical.

ported here) the occurrence of MEs when changing from a
very isotopically depleted to a significantly more enriched
sample (e.g., from sample 10 to STD1) and vice versa (e.g.,

Hydrol. Earth Syst. Sci., 16, 39253933 2012 www.hydrol-earth-syst-sci.net/16/3925/2012/
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3.2 Practical implications on measurement precision 2.

Accepting all injections for a given analysis run, even the
ones most affected by MEs, had some practical negative con-
sequence on the measurement precision when evaluating the
final reportables-values. Figure 4a, b shows the values of
standard deviation for two measurement standards and one
sample obtained by averaging a different number of injec-
tions (starting from all 18 injections down to four). The stan-
dard deviation of the two measurement standards (STD2 and
STD3 of the first triplet), characterised by a high isotopic
difference with respect to the previous vial in the tray, were
compared with that of sample 5, featuring the lowest isotopic
difference with respect to the previous vial in the whole run.
For all instruments, the values of standard deviation for the 3.
two standards were markedly high (up to 7.5 %0§6H and

0.54 %o for§180) when all 18 injections were accepted and
averaged, whereas the standard deviations decreased (i.e.,
measurement precision increased) with decreasing the num-
ber of averaged injections. However, when rejecting the first
six or eight injections the measurements were stable. The
highest standard deviations during the first injections were
reached by STD3 (the one with the greatest isotopic differ-
ence compared to the previous vial, 201.0 %, §8H and
24.77 %o for§180) followed by STD2 (109.0 %o difference
for °H and 13.61 %o fos180). Conversely, sample 5, char-
acterised by a small isotopic difference with respect to the
previous vial (1.6 %o fos2H and 0.75 %o fos180) generally
displayed stable values of standard deviations (in the range
0.1 %0—1.0 %o fors?H and 0.05 %0—0.17 %o fo180) that in-
dicated the instrumental precision. As mentioned in Sect. 3.1,
standard deviations of the first injections were higher for
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Overall, the maximum MEs ranged from 4% to 14 %
for 2H and from 2% to 9% fos180 measurements.
The first ten injections out of the 18 were most affected
by MEs, with average MEs ranging between 1.1 % and
3.0% for hydrogen and between 0.8% and 2.4 % for
oxygen. However, when discarding the first ten injec-
tions and considering only the last eight, MEs were neg-
ligible for all instruments (average MEs ranged between
0.1% and 0.3 % for both hydrogen and oxygen). On av-
erage, ME values were similar for both OA-ICOS and
CRDS instruments, with a significant improvement in
the reduction of ME for the most recent generation of
spectroscopes (especially OA-ICOS).

A strong correlation between the intra-vial range of iso-
topic values and inter-vial range was found for both
technologies when considering all injections, indicat-
ing the dependency of the measurement variability on
the size of the isotopic difference between adjacent
vials. The correlation disappeared when the injections
affected by MEs were discarded.

4. Standard deviations for the final reportalflesalues

were unsatisfactorily high (up to 7.5%. f@?H and
0.54 %o fors 180 measurements for extreme cases) when
all measurement injections were used, including those
affected by MEs. However, for samples characterised
by only small isotopic differences with respect to the
previous vial in the tray or when rejecting the first six or
eight injections, a marked precision increase was noted,
with standard deviations in the range of 0.1 %0—1.0 %o
for §2H and 0.05 %0—0.17 %o fo8*€0.

LGR-1 and LGR-2 compared to PIC-1 and PIC-2, but a very

In this test we assessed the MEs of different laser spec-

similar precision was achieved by the latest instruments fromoscopy instruments under standard operating conditions.
both manufacturers, revealing the rapid evolution and im-gpecifically, we quantified the MEs and assessed the impact
provement of laser spectroscopy technology. of MEs on measurement precision. Given the practical per-
spective of this Technical Note and our experience as users of
laser spectroscopes for hydrological and environmental ap-
plications, we can outline some operational solutions (a—c

In this work, we determined the isotopic compositiGAH i the list below) or post-processing data analysis (d—e) that
ands180) of ten isotopically depleted water samples, char-Might be adopted by other users of laser spectroscopy in or-
acterised by a wide range &fvalues, using three OA-ICOS der to avoid the occurrence of MEs or to reduce their in-
and CRDS instruments. We assessed the practical implicaluence on the final reportablevalues. Most of these sug-
tions on the instrumental performance deriving from the in- gestions consist of practical and basic laboratory procedures

clusion of injections affected by memory effects (MEs). In @nd, as such, they do not claim to eliminate the problems
summary, we found derived by the influence of ME. However, given a simple ap-

plication, these approaches can be easily followed by users
1. Measurement stabilisation was reached following of laser spectroscopy.

seven—eight injections when water samples charac-
terised by a high inter-vial isotopic difference were
measured. This behaviour, evident for both isotopes and
all instruments, was attributed to the ME that directly
influenced the measurement variability.

4 Conclusions and outlook

a. Samples for laser spectroscopy analysis should be or-
dered or grouped in order of isotopic compositions, as
this can often be estimated ahead of time, with the
aim to analyse samples with similar isotopic ratios in
the same analysis run. Furthermore, if possible, lab-
oratory measurement standards should closely bracket
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