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Abstract. The focus of this paper is on the pre-packaged ver-
sion of SEBS in ILWIS and the sensitivity of SEBS to some
parameters over which the user has some control when using
this version of the model, in order to make informed choices
to limit uncertainties. The sensitivities of SEBS to input pa-
rameters are related to daily ET rather than energy flux re-
sults since this is of interest to water managers and other
users of the results of the SEBS model. This paper describes
some of the uncertainties introduced by the sensitivity of the
SEBS model to (a) land surface temperature and air tem-
perature gradient, (b) the choice of fractional vegetation for-
mula, (c) displacement height and the height at which wind
speed is measured, and (d) study area heterogeneity. It was
shown that SEBS is sensitive to land surface temperature and
air temperature gradient and the magnitude of this sensitiv-
ity depended on the land cover and whether or not the wet-
limit had been reached. The choice of fractional vegetation
cover formula was shown to influence the daily ET results
by up to 0.7 mm. It was shown that the height of the vegeta-
tion canopy should be considered in relation to the weather
station reference height to avoid the sensible heat flux from
becoming unsolvable due to a negative ln calculation. Fi-
nally the study area was shown to be heterogeneous although
the resolution at which fluxes were calculated did not signifi-
cantly impact on energy partitioning results. The differences
in the upscaling from evaporative fraction to daily ET at vary-
ing resolutions observed implies that the heterogeneity may
play the biggest role in the upscaling and the influence of
albedo on this calculation should be studied.

Correspondence to:L. A. Gibson
(gibsonl@arc.agric.za)

1 Introduction

The pressure on water resources in South Africa creates a
need for water resource managers to have accurate informa-
tion on all aspects of water resource occurrence and use. To
quantify the various components involved in calculating wa-
ter use by means of field-based observations would be a diffi-
cult and time consuming process, providing only point-based
measurements at a specific point in time. This problem is
compounded when one considers that several measurements
over time would be needed to accurately measure or monitor
water use. To address these problems, Gibson et al. (2010)
investigated the usefulness and applicability of remote sens-
ing technologies as a tool for water resource assessment and
specifically for the quantification of water use at farm level.
Their approach relied on a simplified equation in which each
component of the water balance equation was calculated for
a hydrological year using mostly remote sensing techniques
or products where possible.

To derive the remote sensing datasets for input into water
balance equations, several complex models were applied to
the input data. Although all of the components quantified by
remote sensing data were subject to uncertainties and lim-
itations, Gibson et al. (2010) were alerted to the possibility
of uncertainties through the calculation of evapotranspiration
(ET). The calculation of ET revealed that the total annual ET
(1.397 km−3) calculated using the Surface Energy Balance
System (SEBS) model for the study area exceeded the total
rainfall (0.771 km−3) for the same area and time period. Al-
though it may be possible for annual actual evapotranspira-
tion to exceed annual precipitation in certain instances, such
as where large scale irrigation from groundwater resources
is practiced, in this particular study, it is believed that actual
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Fig. 1. Orientation map showing the G10K catchment, the Mou-
ton’s Valley field validation site and the weather station Piketberg:
Pools-Ideal Hill (shown as Pools-Ideal Hill) situated in a dryland
agricultural area which was used for experimental purposes.

evapotranspiration was overestimated. Since irrigated agri-
culture forms a small portion of the catchment (2.4%) in
comparison to natural vegetation (29.7%) and dryland agri-
cultural (66.5%), the higher actual evapotranspiration than
precipitation at catchment scale cannot be ascribed to evapo-
rative losses due to irrigation. As a consequence, the origins
of uncertainties with regard to the accuracy of the final results
were explored using the estimation of ET as an example.

The derivation of ET is a complex process requiring sev-
eral sources of input data and numerous processing steps to
derive intermediate output products. The intermediate prod-
ucts are then combined through additional processing algo-
rithms to derive the final daily ET product. The SEBS model
is available as part of the open source freeware ILWIS (avail-
able atwww.52north.org), therefore it can be used by prac-
titioners with remote sensing knowledge who may not nec-
essarily have the micrometeorological expertise to develop
a model themselves to estimate ET. Whilst the open-source
format of SEBS is very useful and can speed up the research
process, there are some instances where specialist knowledge
is required to implement the model correctly to derive the
most accurate results. Furthermore, the complexity of the
SEBS model together with the inherent uncertainty in using
remote sensing derived products as input implies that a large
number of sources of uncertainty may exist and should be
properly understood.

This paper attempts to highlight some of the uncertainties
encountered when using the SEBS model in a heterogeneous
area in South Africa. Several authors have addressed issues
related to sensitivity of the SEBS model to various input pa-

rameters (most notably van der Kwast et al., 2009). This
paper differs in that it focuses on the pre-packaged version
of SEBS in ILWIS and the sensitivity of SEBS to some pa-
rameters over which the user has some control when using
this version of the model, so informed choices can be made
at various stages in the processing chain, in order to limit
the introduction of unnecessary uncertainties. Furthermore,
in this paper the sensitivities of SEBS to input parameters is
related to daily ET rather than energy flux results since this
is of interest to water managers and other users of the results
of the SEBS model. This paper will describe some of the
uncertainties introduced by sensitivity of the SEBS model
to (a) land surface temperature and air temperature gradient,
(b) the choice of fractional vegetation formula, (c) displace-
ment height and the height at which wind speed is measured,
and (d) study area heterogeneity.

2 Study area

The study area, situated in the Piketberg region in the West-
ern Cape Province of South Africa (Fig. 1), encompasses a
quaternary catchment (G10K) in which commercial agricul-
ture plays an important role. The area experiences winter
rainfall (May to October), has a diverse topography and is
drained by the perennial Berg River which enters the Atlantic
Ocean at Velddrif on the West Coast.

The climate in the area is varied with the western part of
the catchment experiencing a maritime Mediterranean cli-
mate whilst the eastern part is considered to have a conti-
nental influence. The varying climate has an influence on the
land use in the area with low-lying areas being dominated
by dryland agriculture (predominantly wheat fields). In ad-
dition, temporary commercial irrigated agriculture (potatoes)
under centre pivot irrigation as well as pockets of natural veg-
etation, described as shrublands and low fynbos, are found.
The elevated area towards the northeast of the catchment is
dominated by natural vegetation in the form of low- and high-
fynbos with reported alien vegetation infestations. Cultivated
irrigated lands in the form of deciduous and citrus fruit tree
orchards are also found, although to a lesser extent.

Energy balance and evapotranspiration field measure-
ments by Jarmain and Mengistu (2009) in an apple orchard
on Moutons Valley farm from 7 November to 1 December
2008 were used to validate the results obtained by Gibson
et al. (2010). Jarmain and Mengistu (2009) used a one-
sensor Eddy covariance system for the estimation of the sen-
sible heat flux density. The instrumentation was installed in
the middle of the apple orchard in a section planted with
Royal Gala trees. An RM Young three-dimensional ultra-
sonic anemometer (model 81000, Traverse city, Michigan,
USA – path length of 150 mm) was used to estimate sensible
heat flux density. Two net radiometers were used to mea-
sure the net radiation above the apple orchard. One REBS
Q*6 net radiometer was installed above the apple tree row,
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and one NR-Lite net radiometer (Model 240-110, Kipp and
Zonen) was installed above the inter-row area. The average
value of these two sensors was used in the calculations. Soil
temperature (using type-E soil averaging thermocouples) and
soil heat fluxes (REBS heat flux plates) were measured at
four different positions between the tree rows and the data
was used to estimate the soil heat flux density. Using the es-
timates of sensible heat flux density and that of net irradiance
and soil heat flux density, the latent energy flux density was
subsequently calculated using the shortened energy balance
equation (Jarmain and Mengistu, 2009).

At the time of the energy balance and total evaporation
measurements in November 2008, the average canopy height
was 3.2 m. The apple trees did not cover the soil surface
completely, rather by about 75% and the inter-row areas were
planted with grass (Jarmain and Mengistu, 2009).

Due to limited financial resources, field validation could
not be conducted at multiple sites or for the entire hydrologi-
cal year for which the water balance components were calcu-
lated. Therefore energy flux results presented in this research
correspond to the specific field validation site (hereafter re-
ferred to as Mouton’s Valley site) and period. In addition, an
automatic weather station installed in a dryland agricultural
area (hereafter referred to as Piketberg: Pools-Ideal Hill site)
was used to compare results between land covers. However,
there was no validation data available for this site.

3 Materials and methods

The Surface Energy Balance System (SEBS) is a model pro-
posed by Su (2002) for the estimation of atmospheric tur-
bulent fluxes and evaporative fraction using satellite earth
observation data in combination with meteorological infor-
mation. The SEBS model is used to estimate daily actual ET
from remotely sensed and meteorological data by calculating
the energy required for water to change phase from liquid to
gas:

λE = Rn−G0−H (1)

whereλE is the turbulent latent heat flux (λ is the latent heat
of vaporization andE is water vapour flux density),Rn is
net radiation,G0 is the soil heat flux andH is the sensible
heat flux (Su, 2002). The complete formulation of the SEBS
model is given by Su (2002).

Reflectance and radiance measured by space-borne sen-
sors are used to calculate land surface parameters – albedo,
emissivity, land surface temperature, NDVI and fractional
vegetation cover. The meteorological inputs required are ra-
diation1 (W m−2), temperature1,2 (◦C), air pressure1 (Pa) at
surface and at reference height, specific humidity1 (kg kg−1)

wind speed1 (m s−1) at reference height and sunshine dura-
tion2 (hours). Instantaneous values are used in the calcula-

1Instantaneous, i.e. hourly average at time of satellite overpass
2Daily average

tion of the evaporative fraction and daily values are used for
the upscaling of the evaporative fraction to daily ET. A sim-
plified sequence illustrating the processing in SEBS is given
in Table 1.

According to Su (2006), it is possible to estimate the la-
tent heat flux as a residual after the sensible heat flux has
been derived. However, because the sensible heat flux is not
constrained by the available energy but is determined solely
by surface temperature and the meteorological conditions at
the reference height, there is an associated uncertainty in the
derived latent heat flux and therefore also in the evaporative
fraction. However, in SEBS this uncertainty is limited by
considering the energy balance at the limiting cases since the
actual sensible heat flux is constrained to the range set by the
sensible heat flux at the wet limit (derived from a combina-
tion equation), and the sensible heat flux at the dry limit (set
by the available energy).

According to formulations by Su (2002), the relative evap-
oration is derived from the sensible heat flux and the sensible
heat flux calculated at the wet and dry limits. The relative
evaporation is, in turn, used together withRn, G0 and the
latent heat flux at the wet limit to estimate the evaporative
fraction (Eqs. 2 and 3).

3r = 1−
H −Hwet

Hdry−Hwet
(2)

Where3r is relative evaporation,H is the sensible heat flux
andHwet andHdry are the sensible heat flux at the wet and
dry limits respectively.

3 =
λE

Rn−G0
=

3r ·λEwet

Rn−G0
(3)

Where3 is the evaporative fraction andλE andλEwet are
the latent heat flux and the latent heat flux at the wet limit,
respectively.

In SEBS it is assumed that the daily value of evaporative
fraction is approximately equal to the instantaneous value,
and from this, the daily evaporation can be determined as

ET= 8.64×107
×

3 ·Rn

λρw
(4)

where ET is the actual evaporation on daily basis (mm d−1),
λ is the latent heat of vaporization (J kg−1), ρw is the density
of water (kg m−3) andRn is the daily net radiation flux (Lin
et al., 2008).

The daily net radiation flux is given as:

Rn = (1−c1) ·ro ·K ↓day+Lday (5)

wherec1 is a conversion factor of 1.1 for instantaneous to
broad band albedo,ro is broad band albedo as calculated
from the formulae by Liang (2000) and used in the instan-
taneous net radiation flux calculation in SEBS (see Table 1),
K ↓day is incoming shortwave radiation (measured or mod-
eled) andLday is daily longwave radiation (Hailegiorgis,
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Table 1. Sequence of SEBS processing (adapted from Su et al., 2008).

Inputs Outputs

Incoming shortwave radiation (SW↓), land surface tem-
perature (θ0), albedo (α), air temperature (θa), land sur-
face emissivity (εa)

→ Net radiation (Rn)

Fractional vegetation cover (fc),α, Rn → Land surface emissivity (εa), Soil heat flux (G0)

Sensible heat flux (Hdry)

Rn, G0 → Sensible heat at the dry limit (Hdry)

Horizontal wind speed (U ), T0, Ta, Leaf Area Index
(LAI), Roughness length for momentum transfer (Z0m),
fc

→ Frictional velocity (u*), Monin-Obukhov length (L),
Sensible heat flux (H ), Excess resistance to heat transfer
(kB−1), Roughness length for heat transfer (Z0h)

Specific humidity (es),Rn, G0, u*, Z0h → Wet-limit stability length (Lwet), Sensible heat flux at
the wet limit (Hwet)

Hdry, Hwet, H → Relative evaporation (3r)

Hwet, Rn, G0 → Evaporation at the wet limit (λEwet)

λEwet, 3r , Rn, G0 → Evaporative fraction (3)

3, Daily radiation (Rn24), Daily soil heat flux (G24) → Edaily

2006). It can be seen from Eqs. (4) and (5) that aside from
evaporative fraction itself, albedo is the sole remote sens-
ing derived variable used in the upscaling from instantaneous
evaporative to daily ET.

Published results of the SEBS model have been validated
with a variety of field and/or complementary methodologies
such as the extremely localised lysimeter (Lin, 2006), flux
tower measurements using Eddy covariance or Bowen Ra-
tion methods (Su, 2002; Su et al., 2005; Timmermans et
al., 2005; McCabe and Wood, 2006; Badola, 2009; van der
Kwast et al., 2009), the large aperture scintillometer (Jia et
al., 2003; Timmermans et al., 2005). Additionally, results
have been compared to hydrometeorological equations (Hai-
legiorgis, 2006; Lin, 2006; Gebreyesus, 2009) and the water
balance or by examining hydrological consistency with other
datasets (Su and Roerink, 2004; Alvarez, 2007; McCabe et
al., 2008; Pan et al., 2008).

For the purpose of calculating ET in this research, MODIS
TERRA and AQUA data (MOD021KM Level 1B Cali-
brated Radiances – 1 km: Collection 5) were used. MODIS
images are captured daily or every second day and there-
fore it is possible, in South Africa, to obtain a good cover-
age throughout the year. MOD02 and MYD02 data were se-
lected for the field validation period. Single date (28 Febru-
ary 2008) ASTER level 1B – Registered Radiance at the Sen-
sor, and ASTER level 2 – AST08 Surface Kinetic Temper-
ature, were used to compare the results of the higher res-
olution sensor to those of the same date coarser resolution
MODIS sensor. The required meteorological data (air tem-
perature, wind speed, radiation, sunshine duration) can be

obtained directly from an automatic weather station (AWS)
or indirectly (air pressure, specific humidity) using empiri-
cal formulae and data from the AWS. Weather data from the
Mouton’s Valley and the ARC-ISCW, Piketberg: Pools-Ideal
Hill AWSs were used.

4 Uncertainties in evapotranspiration estimates with
SEBS

The analysis of remote sensing and GIS products usually re-
sults in maps of discrete or continuous variables (Dungan
et al., 2002), which can be associated with several sources
of error or uncertainty. These include: (1) errors or uncer-
tainties associated with the specific remote sensing data ob-
tained; (2) errors or uncertainties introduced with the pro-
cessing and analysis of image and field data; (3) errors or
uncertainties associated with the specific model; and (4) er-
rors or uncertainties associated with positional aspects (in-
cluding image resolution). Wang et al. (2005) identify ad-
ditional sources of errors including sampling and measure-
ment error of ground truth data, errors of spectral values and
radiometric calibration of images, errors from the leap from
spectral measurements to interpretation of a categorical vari-
able, modelling errors due to misunderstanding the relation-
ship between spectral and thematic variables, and errors from
GIS operations.

Several authors have addressed the sensitivity of the SEBS
model to various input parameters including: roughness
length (Lin, 2006; Alvarez, 2007; van der Kwast et al.,
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2009; Gebreyesus, 2009), displacement height (Lin, 2006),
land surface temperature (Badola, 2009; van der Kwast et
al., 2009), wind speed and wind direction (van der Kwast
et al., 2009), fractional vegetation cover (Badola, 2009; Lin,
2006), surface emissivity (Badola, 2009; van der Kwast et
al., 2009; Lin, 2006), albedo (Badola, 2009; van der Kwast
et al., 2009), NDVI (Badola, 2009; van der Kwast et al.,
2009), shortwave incoming radiation (van der Kwast et al.,
2009) and the height of the planetary boundary layer (van
der Kwast et al., 2009).

In the formulation publication of SEBS (Su, 2002), the
sensitivity of the sensible heat flux to parameters used in
it’s calculation (land surface temperature and air temperature
gradient, friction velocity, excess resistance to heat trans-
fer, and stability correction function for heat transfer) was
found to be around 40 W m−2 when the various terms are as-
sumed independent of each other. Since in reality, at least
some of the terms are correlated, the expected sensitivity
can then be estimated in the order of 20 (W m−2), which
is around 20% relative to the mean sensible heat flux (H)
(Su, 2002). Of the reported sensitivities since the work of
Su (2002), Badola (2009) and van der Kwast et al. (2009) re-
ported SEBS to be most sensitive to land surface temperature.
However, Lin (2006) reported that the SEBS model is most
sensitive to roughness length and according to van der Kwast
et al. (2009), sensitivity to aerodynamic parameters (rough-
ness length, displacement height and canopy height) and the
method used to derive these parameters should be considered
depending on the heterogeneity of the image footprint.

Uncertainties in the derivation of ET for this study were
identified as (but are by no means limited to): (1) land sur-
face and air temperature gradient; (2) the choice of fractional
vegetation cover formula; (3) displacement height and the
height of wind speed measurement in relation to displace-
ment height; and (4) study area heterogeneity.

4.1 Land surface and air temperature gradient

The calculation of ET using the SEBS model relies on two
temperature sources: air temperature (Ta) and land surface
temperature (T0). Su (2002) reported on the sensitivity of
sensible heat flux to the gradient between land surface tem-
perature and air temperature hourly and Badola (2009) re-
ported that of all remotely sensed input parameters, SEBS
was most sensitive to change in (T0−Ta). T0 plays a role in
the determination of net radiation (Rn) (Table 1) and there-
fore soil heat flux (G0), but its main contribution (together
with the aerodynamic resistance) is in the calculation of the
sensible heat flux.

To quantify the uncertainty associated withT0 estimates
for the field validation site, theT0 retrieved from MODIS
data was compared with the Meteosat SEVIRIT0 data prod-
uct (SEVIRI/Meteosat LST Product: LSA-4 (MLST) Prod-
uct version 7.2) corresponding to the same time of image
acquisition. The motivation for using Meteosat SEVIRIT0

data was to try to set a realistic uncertainty range inT0 in
this particular heterogeneous environment. It was found that
there were differences of up to 10 K between MODIST0
and SEVIRIT0 with SEVIRI T0 being consistently higher
than MODIST0 which is in agreement with the findings by
Madeira et al. (2005). This high degree of uncertainty in T0
can be ascribed to the topographically rough nature of the
terrain in the vicinity of the field validation site.

In addition to the SEBS model sensitivity toT0, the near-
surface air temperature (Ta, as measured by weather stations)
has a direct influence on the evaporation process and in-
accuracies in measurements can lead to distorted reference
ET measurements and actual ET estimates. For this reason,
accuracy in air temperature measurements is needed at the
weather stations themselves. Additionally, the heterogene-
ity of the study area (which will be described in Sect. 4.4)
implies that spatially distributed air temperature across the
study area is needed. This is because the spatial variations of
surface characteristics (including topography and land cover)
have a large influence on the near-surface weather conditions
(Voogt, 2006). Increasing the accuracy of air temperature
inputs will increase the likelihood of accurate ET estimates.

The sensitivity of daily ET calculated by SEBS to
1(T0−Ta) for the Mouton’s Valley site was modelled by
varyingT0 by up to 10 K around the estimatedT0 and keep-
ing theTa constant. The results (Fig. 2) indicated that for the
Mouton’s Valley site (where the estimatedT0 is 301 K, the
estimatedTa is 293 K and (T0−Ta) equals 8 K), daily ET can
vary by up to 1.5 mm in this 10 K1(T0−Ta) range. Adjust-
ing Ta around a 10 K range, to create the same1(T0 −Ta)

as whenT0 was adjusted, results in a very similar daily ET
range. SEBS limits evapotranspiration by setting a wet and
a dry-limit. At the Mouton’s Valley site, atT0 −Ta < 7.4,
the sensible heat flux is at the wet-limit. At the wet limit,
the equation used to calculate the sensible heat flux (Eq. 6) is
given in Su (2002) which differs from the sensible heat flux
equations which are used when the wet-limit has not been
reached (Eqs. 7, 8 and 9) (Su, 2002).

Hwet=

(
(Rn−G0)−

ρCp
rew

·
es−e

γ

)/(
1+

1
γ

)
(6)

Wheree andes are actual and saturation vapour pressure re-
spectively;γ is the psychrometric constant,rew is the exter-
nal resistance at the wet limit and1 is the rate of change of
saturation vapour pressure with temperature.

u =
u∗

k

[
ln

(
z−d0

z0m

)
−9m

(
z−d0

L

)
+9m

(z0m

L

)]
(7)

θ0−θa=
H

ku∗ρCp

[
ln

(
z−d0

z0h

)
−9h

(
z−d0

L

)
+9h

(z0h

L

)]
(8)

L =
ρCpu

3
∗θv

kgH
(9)
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Fig. 2. Sensitivity of SEBS-estimated daily ET to1(T0 − Ta)

the Mouton’s Valley field validation site and the Piketberg: Pools-
Ideal Hill site.

wherez is the height above the surface,u∗ is the friction ve-
locity, k = 0.4 is von Karman’s constant,d0 is displacement
height,z0m is the roughness height for momentum transfer,
θ0 is the potential temperature at the surface,θa is the poten-
tial air temperature at heightz, z0h is the scalar height for heat
transfer,9m and9h are the stability correction functions for
momentum and sensible heat respectively,L is the Obukhov
length,g is acceleration due to gravity andθv is the potential
virtual temperature near the surface (Su, 2002).

In Eq. (6), with decreasingT0−Ta, the denominator is de-
creased by the decrease in the1 (the rate of change of sat-
uration vapour pressure with temperature) and therefore the
sensible heat flux at the wet limit increases resulting in a de-
crease in the latent heat flux, a decrease in the evaporative
fraction and a decrease in the daily evapotranspiration. This
is the reason for the decrease in daily actual evapotranspira-
tion with T0−Ta once the wet-limit has been reached.

Where the wet-limit has not been reached, Eqs. (7), (8)
and (9) are used in the determination of the sensible heat
flux. In Eq. (8), with decreasingT0 −Ta, there will be de-
creasing sensible heat flux estimation, resulting in increasing
latent heat flux and therefore increasing daily actual evapo-
transpiration. This explains why the daily actual evapotran-
spiration increases with decreasingT0−Ta until the wet-limit
is reached. At the wet-limit Eq. (6) is used and the daily
evapotranspiration decreases with decreasingT0−Ta due to
decreasing saturation vapour pressure.

The modelling of the sensitivity of ET toT0 in a dry-
land agriculture environment at Piketberg: Pools-Ideal Hill
(where the estimatedT0 is 311 K, the measuredTa is 295 K
andT0−Ta is 16 K) is also shown in Fig. 2. It can be seen that
the sensitivity of daily ET to1(T0 −Ta) is greater than the
Mouton’s Valley site with a range of 7 mm across the same
1(T0−Ta) whereT0 is increased and decreased by 10 K. In
the case of the Piketberg: Pools-Ideal Hill site, the wet-limit

is not reached when using similarT0 −Ta values as is used
for the Mouton’s Valley scenario. This is possibly due to the
calculated lower roughness lengths of the Piketberg: Pools-
Ideal Hill site (in combination with different atmospheric
conditions) when compared with the Mouton’s Valley site,
resulting in a higher sensible heat flux for the sameT0−Ta as
observed at the Mouton’s Valley site. In the selectedT0−Ta
range (10 K), the sensible heat flux is not forced to the wet
limit, however whenT0−Ta is lowered further, the wet-limit
drop off in evapotranspiration (which occurs atT0 −Ta ∼ 3
in this particular instance) is reached.

It can therefore be said that the sensitivity of daily ET to
1(T0−Ta) is dependent on the land cover being studied and
may also be dependent on the calculatedT0 −Ta itself. It
should, however, be noted that the uncertainty related toT0
in the dryland agricultural area is almost certainly lower than
the 10 K range found at the Mouton’s Valley site since the
dryland agricultural at Piketberg: Pools-Ideal Hill is topo-
graphically flat and relatively homogeneous. This implies
that it is unrealistic to expect the extreme uncertainty in daily
ET as may be implied in Fig. 2. However, it is useful to note
the differences in sensitivity to1(T0−Ta) on the same day,
for two land covers in close proximity to each other, therefore
re-emphasizing the care that should be taken (particularly re-
garding the accuracy of input data) when using SEBS in a
heterogeneous environment.

Furthermore, the calculated sensitivity of the sensible heat
flux at the Piketberg: Pools-Ideal Hill site to1(T0−Ta)

was found to be in close agreement with the sensitivity of
1H = 101(T0−Ta) reported by Su (2002) for cotton, when
the wet limit has not been reached. At the wet-limit, the sen-
sitivity of the sensible heat flux to1(T0−Ta) was found to
be1H = −8.321(T0−Ta). For the Mouton’s Valley site, it
was found that calculated sensitivity of the sensible heat flux
to1(T0−Ta), is1H = −8.681(T0−Ta) where the wet limit
has been reached and of1H = 6.091(T0−Ta) where the wet
limit has not been reached. It can therefore be seen that the
sensitivity ofH (and therefore daily ET) to1(T0−Ta) is de-
pendent on the land cover type,T0, and whether the wet limit
has been reached.

The uncertainties in the interpolation ofTa together with
the uncertainties related toT0 estimates create ambiguity
with regard to the accuracy of the results. This is particu-
larly prohibitive since these parameters are used in the initial
stages of SEBS model implementation, meaning that erro-
neous input data would be translated through the entire pro-
cessing sequence and eventually be reflected in the final cal-
culation of actual ET.

4.2 Fractional vegetation cover

Fractional vegetation cover (fc) and its complement are used
in the calculation of the roughness length for heat transfer (Su
et al., 2005) which, in turn, is used in the calculation of the
sensible heat flux. In addition, fc is used in the estimation of
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the soil heat flux (Su, 2002) and in the preprocessing stages
to assign surface emissivity values (Sobrino and El Khar-
raz, 2003) which are used to derive land surface temperature.
Fractional vegetation cover is a user defined input into the
pre-packaged version of SEBS in ILWIS and different for-
mulations of fc are intentionally utilized in SEBS for differ-
ent purposes. Therefore, the effect of the choice of formula,
and its calibration, on resulting ET should be noted.

Several methods for the calculation of fc are described in
the literature. These methods generally make use of leaf area
index (LAI) (Choudhury, 1987, cited in French et al., 2003)
as input or require pixel NDVI together with a minimum and
maximum NDVI value (Carlson and Ripley, 1997; Gutman
and Ignatov, 1998). These minimum and maximum NDVI
values are either constant (Sobrino and El Kharraz, 2003) or
can be derived directly from the scene or from a time series.

For example, if fractional vegetation cover is calculated
according to the formula for vegetation proportion (Sobrino
and El Kharraz, 2003):

fc =
(NDVI −NDVImin)

2

(NDVImax−NDVImin)
2

(10)

then NDVImin is defined to be 0.2 and NDVImax is 0.5, where
pixels with NDVI values of 0.5 or higher are considered to
be fully vegetated and pixels with values of 0.2 or lower to
be bare soil. The values between NDVImin and NDVImax
represent the mixed vegetation cover with differing degrees
of sparse vegetation.

In contrast with NDVImin and NDVImax values as defined
by Sobrino and El Kharraz (2003), Fig. 3 shows the distribu-
tion of NDVI values across the entire study area for a winter
wet season and summer dry season scene. It can be seen
that the range of 0.2 to 0.5 is frequently exceeded within this
study area, particularly in the winter wet season. The dis-
tribution of NDVI in this study area is therefore scene and
season dependent.

At a NDVI value of 0.5 and higher, maximum vegetation
cover is assumed and fc = 1. The assumption is therefore that
the soil is completely shaded, and based on the soil heat flux
equation (Su, 2002), the soil heat flux is only a function of
net radiation and fractional vegetation cover, equalling 5% of
net radiation. In contrast, the field validation data at TERRA
overpass indicate a relatively high soil heat flux (approxi-
mately 12–16% of net radiation) since the bare soil under-
neath the trees receives direct radiation as a result of the so-
lar zenith and azimuth angle in combination with the orien-
tation of the tree rows. At AQUA overpass, when the soil
of the field validation site is shaded (effectively mimicking
a vegetated pixel), there is a much better agreement between
field validation (approximately 3–15% of net radiation) and
the SEBS results (approximately 5% of net radiation) for soil
heat flux.

Fig. 3. NDVI distribution for the study area for a winter wet season
scene (DOY 193) and a summer dry season scene (DOY 324).

The fractional vegetation cover calculation can be tested
using the field validation data at Mouton’s Valley and by re-
arranging the soil heat flux equation (Su, 2002):

fc = −

[
G0
Rn

−0c

0s−0c

]
−1 (11)

Where0c (0.05) (Monteith, 1973 in Su, 2002) and0s(0.315)
(Kustas and Daughtry, 1989, in Su, 2002) are the soil heat
flux ratios for full vegetation canopy and for bare soil respec-
tively. Solving Eq. (10) by substituting the field measuredG0
values, fractional vegetation cover is calculated to range from
0.58–0.73 at TERRA overpass and at AQUA overpass from
0.67–1. If this is taken to be a true reflection of fractional
vegetation cover of the apple orchard at image acquisition
time, the NDVI minimum and maximum values should be
adjusted as a fractional vegetation cover of 1 is not a realistic
result especially at TERRA acquisition time.

Considering fc calculated above, the need for calibrating
NDVI by defining an appropriate NDVImax for the study area
is apparent. Substituting this fc and the corresponding NDVI
for the Mouton’s Valley site for each MODIS TERRA and
AQUA acquisition and keeping the NDVImin = 0.2 as sug-
gested by Sobrino and El Kharraz (2003) in Eq. (10) results
in an average NDVImax= 0.65, which is more appropriate
for the study area during the field validation period.

The benefits of using a set minimum and maximum NDVI
should be weighed up against using scene-specific estimates
especially for scenes which do not contain a full range of
vegetation cover as this will skew the results of the fractional
vegetation calculation. The sensitivity of daily ET to choice
of fc formula and the calibration of NDVImin and NDVImax
is shown in Fig. 4 for the Mouton’s Valley site. The curve in
Fig. 4 was created by repeatedly varying fc and recomputing
daily ET. The points on the curve show that for the same
pixel, a different formula would produce a different fc result:
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Fig. 4. Sensitivity of SEBS-estimated ET to a range in fractional
vegetation cover input values for the apple orchard field validation
site. fc values resulting from specific formulae and methods are
indicated.

it can be seen that in this instance, the calculated daily ET
can vary by up to 0.7 mm depending on the fc input.

From the results it can be concluded that if it is possible to
obtain field data in order to derive an appropriate NDVI min-
imum and maximum value, the formula by Carlson and Rip-
ley (1997) can be used. Alternatively the formula by Choud-
hury (1987) cited in French et al. (2003) using LAI as input
may be used as it gives the same result as displayed in Fig. 4.

Fractional vegetation cover should be calculated outside of
SEBS and care should be taken in the choice of formula as
the variation in ET as a function of fc has been demonstrated.

4.3 Displacement height

The objective of this section is to highlight that the type of
weather station and the reference height at which wind speed
is measured is critical to the correct implementation of the
SEBS model particularly in tall canopies.

Displacement height (d0) values are used in combination
with the reference height at which wind speed is measured
(z) in the process of determining the sensible heat flux (H ).
d0 can be obtained from the literature or can be empirically
derived from the remote sensing vegetation inputs via the cal-
culation of roughness length (the methodology adopted by
Su, 2002; Timmermans et al., 2005; and Van der Kwast et
al., 2009). Alternatively the combination approach of Jia et
al. (2009) can be used. Using the empirical model, NDVI
and NDVImaxare used to determine roughness length for mo-
mentum transfer (z0m) with the method described by Su and

Fig. 5. Sensitivity of SEBS-estimated ET tod0 for the Mouton’s
Valley field validation site when wind speed is measured at 2 m.

Jacobs (2001) as reported in Hailegiorgis (2006). Next, the
vegetation height is calculated fromz0m followed byd0 using
the method of Brutsaert (1982) as reported in Hailegiorgis
(2006).

In South Africa, the installation of automatic agromete-
orological weather stations complies with standards set by
the World Meteorological Organisation except in the height
measurement of wind speed and direction. South African
agrometeorological standards state that wind speed and wind
direction are measured at 2 m above the surface (ARC-ISCW,
2010) in contrast to the South African Weather Service
(SAWS) which measures wind speed and direction at 10 m
above the surface.

A problem arises when using data from agrometeorolog-
ical weather stations in canopies of 3 m or higher (where
d0 ≥ 2), as is the case with orchards in the study area. To de-
rive the sensible heat flux (Su, 2002) the calculation ofz−d0
is required, wherez is the reference height at which wind
speed is measured (2 m, in the case of an agrometeorological
weather station). When measuring wind speed at 2 m, and
solving forH using the equations defined by Su (2002) and
given in Eqs. (7), (8) and (9), a situation arises wherez ≤ d0,
and the ln of a negative number needs to be solved.

In this study, the average canopy height at the Mouton’s
Valley site was reported to be 3.2 m in the apple orchard
(Jarmain and Mengistu, 2009) and therefored0 > 2 m so the
condition wherez ≤ d0 is reached using agrometeorological
weather stations. The alternative would be to use weather
data from the SAWS which would allow for the sensible heat
flux to be calculated for much higher canopies than for the
above scenario. However, it is agrometeorological weather
stations which are installed in agricultural areas where this
and other studies of this nature take place. Should only
agrometeorological weather station data be available, the up-
scaling of the available meteorological data to a higher refer-
ence height should be investigated based on radiosonde ob-
servations (Ershadi, 2010).
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Fig. 6. Sub-pixel heterogeneity represented by the frequency with
which a percentage of a particular land cover class occurs within
1 km MODIS pixels.

The effect ond0 in high canopies is shown by using the
Mouton’s Valley site as an example, and testing for the sensi-
tivity of daily ET to d0 (Fig. 5) At approximatelyd0 = 1.8 m,
a rapid decrease in daily ET estimation is noted asd0 ap-
proaches 2 m. It can be surmised therefore (although this
should be tested in different environments and under differ-
ent meteorological conditions) that when using wind speed
measured at 2 m above the surface, the SEBS model should
not be used in canopies of 2.7 m and higher as it is at this
point that the model becomes highly sensitive to changes in
d0.

The uncertainty in the calculation of the sensible heat
flux introduced when the displacement height approaches the
height of wind speed measurement should be carefully con-
sidered and addressed since errors in the calculation of the
sensible heat flux will be propagated through the model and
will eventually influence the final ET calculation as demon-
strated in this study.

4.4 Heterogeneity of the study area

Heterogeneity as related to the concept of the spatial variabil-
ity of a landscape plays an important role in the application
of remote sensing data to the calculation of ET, especially in
the selection of the spatial resolution of the particular sensor.
Various studies have shown that, for complex heterogeneous
landscapes, there is lower confidence in variables derived us-
ing low resolution sensor data (Moran et al., 1997; Kustas et
al., 2004; Garrigues et al., 2006; McCabe and Wood, 2006;
Li et al., 2006; Li et al., 2008; Lakhankar et al., 2009) as
intra-pixel spatial heterogeneity is lost due to the integration
of the radiometric signal.

Land cover (mapped at 1:50 000 scale (van den Berg et
al., 2008)) and topography data (elevation from SRTM at

Fig. 7. Variability of NDVI within 1 km MODIS pixels in the study
area, measured by standard deviation per land cover class.

Fig. 8. Heterogeneity in topography as a function of land cover.

90 m resolution) are used to demonstrate the heterogeneity
of the study area. Sub-pixel variability of elevation (as a
proxy for topography) and land cover are estimated within
1 km MODIS pixels in the study area. For land cover, the
frequency distribution of particular land cover classes (nat-
ural and cultivated) within the 1 km pixel is used to reveal
the degree of heterogeneity (Fig. 6). Figure 6 illustrates land
cover heterogeneity by showing the frequency with which a
particular land cover class covers a specific percentage of a
1 km MODIS pixel. For example, dryland agriculture covers
up to 10% of a pixel for 124 pixels, whilst commercially ir-
rigated agriculture covers up to 10% of a pixel for 23 pixels.
Conversely, dryland agriculture covers more than 90% of a
pixel for 557 pixels, whilst commercially irrigated agricul-
ture never covers more than 80% of a pixel. Therefore, dry-
land agriculture is the most homogeneous land cover class
with commercially irrigated classes being the most heteroge-
neous.
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The effect of landscape heterogeneity on variables (includ-
ing SEBS input parameters) derived from MODIS is illus-
trated using NDVI by way of example. Figure 7 shows the
variability of NDVI per land cover class as measured by the
standard deviation of NDVI values at 1 km resolution. The
general trend shows the systematic decrease in NDVI vari-
ability as the percentage of a particular land cover in a single
pixel increases. The mixed pixel effect (where more than
one landcover class contributes to the spectral response of
a single pixel) shown for land cover classes covering less
than 40–50% can be clearly seen by the variability of the
NDVI. Therefore, in more homogeneous areas, NDVI values
are less variable indicating higher confidence in NDVI values
and consequently, higher confidence in fractional vegetation
cover estimates.

In addition to the direct effect of landscape heterogeneity
and spatial resolution of input data on remote sensing vari-
ables illustrated above, landscape heterogeneity can also in-
directly affect spatial modelling efforts. As an example, the
topographic effects on near-surface meteorological condi-
tions are considered. Spatial variations of surface character-
istics, especially surface topography, have a large influence
on the near-surface weather conditions (ARC-ISCW, 2010).
The heterogeneity of the surface elevation as a proxy for vari-
able topography can be seen from Fig. 8 which shows the
coefficient of variation of elevation within each land cover
class. The variation of elevation within land cover is most
pronounced in the land cover classes containing dryland agri-
culture and low fynbos. The commercially irrigated classes
show the least variability in elevation as expected since the
topography is one of the variables that determines the suit-
ability of an area for irrigated agriculture on a commercial
scale.

Figure 9 illustrates the sub-pixel variation of elevation
within the coarser 1 km pixel. The standard deviation in-
creases with the mean up to elevation values of 500 m with
a scattered pattern at higher elevations. The relative variabil-
ity as measured by the coefficient of variation varies signifi-
cantly at elevations lower than 250 m and decreases with the
increase in elevation values.

The topographic variability illustrated above implies that
spatially distributed measurements of near-surface weather
conditions would ideally be needed for accurate retrieval of
parameters needed for ET calculation, particularly in topo-
graphically heterogeneous areas. However, in the absence
of distributed measurements global climate data products
may be considered for catchment scale observations although
these may not be suitable for field-level studies.

The effect of heterogeneity on SEBS derived ET can be
illustrated by comparing the results from a single date (28
February 2008) ASTER image at 90 m resolution with the
results of the same date MODIS image at 1 km resolution for
the Mouton’s Valley site and for the Piketberg: Pools-Ideal
Hill site in Fig. 10. When the SEBS model was run on the
ASTER image, it was apparent that the albedo estimation for

Table 2. Heterogeneity of Mouton’s Valley field validation site vs.
Piketberg: Pools-Ideal Hill site illustrated by mean and standard
deviation of DEM, NDVI andT0.

MODIS ASTER

Parameters Pixel Value Mean Std Dev

DEM

MV 27 641 556.98 39.67
MV 28 641 550.87 52.26
IH 40 187 159.14 3.56
IH 41 179 166.57 6.48

NDVI

MV 27 0.38 0.39 0.16
MV 28 0.38 0.45 0.16
IH 40 0.18 0.13 0.04
IH 41 0.16 0.11 0.01

T0

MV 27 300.58 301.39 2.62
MV 28 300.59 298.00 1.47
IH 40 310.42 310.23 1.04
IH 41 311.32 309.23 0.71

both the homogeneous and heterogeneous sites was unreal-
istically low when compared with literature values. When
the albedo calculation was carried out on the ASTER image
which had not been atmospherically corrected, the albedo
values more closely matched literature values. Since the
ASTER and MODIS sensors are on board the same plat-
form (TERRA) and the images were captured simultaneously
and therefore under exactly the same atmospheric condi-
tions with identical sensor and solar zenith angles, the SEBS
model was rerun on the MODIS and ASTER data without
applying atmospheric correction, in order to remove any bias
that this low albedo may be introducing in the ASTER re-
sults. This approach is justified since the results are used for
comparative purposes only and results are not being assessed
relative to field values or images from other dates. The un-
corrected images were only used in this section to analyze
the impact of heterogeneity and all other results reported on
in this paper are derived from images that have been atmo-
spherically corrected.

Since both the Mouton’s Valley site and the
Piketberg:Pools-Ideal Hill site are located close to a
pixel boundary, the results of two adjacent MODIS pix-
els are presented and labelled MV27 and MV28 for
the Mouton’s Valley site and IH40 and IH41 for the
Piketberg:Pools-Ideal Hill site. In Table 2 the mean and
standard deviations of DEM, NDVI andT0 at ASTER
resolution (90 m) for the selected MODIS pixels at each site
are shown. The standard deviations of DEM, NDVI andT0
indicate that at ASTER resolution, the Mouton’s Valley site
is more heterogeneous than the Piketberg:Pools-Ideal Hill
site.
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Table 3. Comparison of energy partitioning in MODIS pixels for more heterogeneous Mouton’s Valley field validation site: mean ASTER
value per pixel vs. MODIS pixel value.

MODIS ASTER Energy partitioning

Parameter pixel mean Std Dev MODIS ASTER

fc
0.20 0.29 0.37
0.20 0.43 0.41

evaporative fraction
0.91 0.88 0.05
0.91 0.87 0.06

G0
137.30 113.96 45.99 26.20% 23.68%
137.28 103.60 56.94 26.20% 20.26%

H
36.24 43.52 22.35 6.92% 9.05%
36.35 53.40 30.15 6.94% 10.44%

LE
350.49 323.68 43.19 66.88% 67.27%
350.34 354.28 36.81 66.86% 69.29%

Rn
524.03 481.17 21.90
523.97 511.28 18.80

ET daily
6.38 5.72 0.36
6.37 5.75 0.46

Table 4. Comparison of energy partitioning in MODIS pixel for more homogeneous Piketberg: Pools-Ideal Hill site: mean ASTER value
per pixel vs. MODIS pixel value.

MODIS ASTER Energy partitioning

Parameter pixel mean Std Dev MODIS ASTER

fc
0.00 0.00 0.00
0.00 0.00 0.00

evaporative fraction
0.85 0.84 0.04
0.85 0.87 0.02

G0
121.77 106.51 5.44 31.50% 31.30%
118.91 112.86 4.38 31.50% 31.39%

H
39.05 37.52 10.94 10.10% 11.03%
39.25 32.73 5.70 10.40% 9.10%

LE
225.75 196.26 14.23 58.40% 57.67%
219.34 213.91 10.25 58.10% 59.50%

Rn
386.57 340.30 15.84
377.50 359.50 11.38

ET daily
6.25 5.35 0.34
6.09 5.71 0.26

Tables 3 and 4 show that theRn estimation is lower when
using MODIS than when using ASTER in both the homo-
geneous and heterogeneous sites. In both the more hetero-
geneous and homogeneous area, the energy partitioning (the
percentage ofRn allocated toG0, H and LE) remains similar

regardless of the resolution of the pixel. However a bigger
variation in the more heterogeneous area is observed. For
the Piketberg:Pools-Ideal Hill site,G0, H and LE allocation
is the same regardless of the resolution of the calculation. At
the Mouton’s Valley site (Table 3), the ASTER results show
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Fig. 9. Relationship of mean elevation (90 m DEM) to variability within 1 km MODIS pixels, illustrating heterogeneity of topography in the
study area.

Fig. 10. SEBS derived ET from ASTER data shown in the context
of two MODIS pixels for both the Mouton’s Valley site (above) and
the Piketberg: Pools-Ideal Hill site (below).

lower allocation of energy toG0 and a higher allocation of
energy toH when compared to the MODIS results. Energy
allocation to LE is marginally higher at ASTER resolution
than at MODIS resolution.

For the Piketberg:Pools-Ideal Hill site (Table 4), the ET es-
timated from ASTER and averaged for each of the MODIS
pixels is 5.4 mm and 5.7 mm and with standard deviations of

0.34 and 0.26 for IH40 and IH41, respectively (Fig. 10).
The ET estimated from MODIS for IH40 and IH41 are
6.3 mm and 6.1 mm, respectively. For the Mouton’s Valley
site, the ET estimated from ASTER and averaged for each of
the MODIS pixel is 5.7 mm and 5.8 mm and with standard
deviations of 0.36 and 0.46 for MV27 and MV28, respec-
tively. The ET estimated from MODIS for both MV27 and
MV 28 is 6.4 mm. At both the more heterogeneous Mouton’s
Valley site and the more homogeneous Piketberg: Pools-
Ideal Hill site, the ET calculated from the ASTER scene
and averaged to the MODIS pixel resolution is less than the
MODIS derived ET for the same pixels.

Since the difference in the evaporative fraction results (as
borne out by the energy partitioning) is marginal using differ-
ent pixel resolutions, it would be expected that there should
be agreement between the daily ET results at both resolu-
tions. However, since this is not the case, the difference in
daily ET results can be ascribed to the upscaling of evapo-
rative fraction to daily ET. At the heterogeneous site, even
though the results from ASTER do detect more variability in
the energy partitioning, the evaporative fraction results indi-
cate that the significance of this variation is rather minimal
when comparing the higher resolution results to the lower
resolution results. More significant appears to be the higher
daily ET results from MODIS than ASTER indicating un-
certainty in the upscaling of evaporative fraction to daily ET.
This suggests that, for this particular example, landscape het-
erogeneity is not the dominating factor at energy partition-
ing level whereas the resolution of the sensor does appear
to play a role in the upscaling from instantaneous to daily
ET through the use of albedo (Eqs. 4 and 5). Since atmo-
spheric correction was not carried out on the images and the
sample size was small, general conclusions cannot be made,
although the results do point towards the importance of accu-
rate albedo estimations for the upscaling of evaporative frac-
tion to daily ET and that landscape heterogeneity may play a
role at this level rather than at energy partitioning level.
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5 Discussion

The complexities associated with the derivation of ET and
the uncertainties described in Sect. 4 imply that potential er-
rors will be introduced at various stages of ET derivation.
These errors are related to error production and error propa-
gation as defined by Veregin (1989). Error production refers
to a situation where errors in output products are attributed
mainly to the specific operations applied to the data, thereby
producing errors in the output products while no errors were
present in the original data used as input. On the other hand,
error propagation refers to the process where potentially er-
roneous input data is passed through certain processing se-
quences and errors accumulate in output products. In the
case of deriving ET, errors will be compounded if intermedi-
ate error-bearing output products are used in additional pro-
cessing sequenced to derive the final result.

The opportunity for error production is introduced when it
is considered that the SEBS model is complex in itself as it
consists of three tools (Su, 2006), namely:

– a set of tools to determine physical parameters of the
land surface;

– an extended model to derive roughness length for heat
transfer; and

– a model to determine evaporative fraction on the basis
of energy balance.

An example of error production was illustrated in the case of
deriving fractional vegetation cover using ill-defined NDVI
limits. An error in the calculation of fractional vegetation
cover would be propagated to soil and sensible heat flux cal-
culations. This in turn will be propagated to the calculation
of the latent heat flux and therefore ET. Prior to adjusting for
the study area, ET was set at the wet limit, although this was
not the case after NDVImax was adjusted. In the absence of
known suitable NDVI maximum and minimum values a pri-
ori, a fractional vegetation cover formula, such as proposed
by Choudhury (1987) cited by French et al. (2003), which
makes use of LAI rather than NDVI may be used.

The opportunity for error propagation is introduced at the
initial stages of ET derivation when it is considered that re-
mote sensing data together with standard meteorological data
are required by the SEBS model. Due to uncertainties as-
sociated with remote sensing and the interpolation of me-
teorological data, potential errors will propagate throughout
the processing sequence. An additional opportunity for er-
ror propagation is introduced when considering land surface
temperature, air temperature and their gradientT0−Ta since
T0 values derived from two different sources differed by up
to 10 K for the field validation site. The sensitivity of SEBS
to T0−Ta appears to vary between land covers and the sen-
sitivity may be dependent on the estimatedT0 value itself.
This implies that an error in the input data would propagate

through the model and cause uncertainty in the final deriva-
tion of ET. However, the range in uncertainty cannot be mod-
elled as it appears to vary between land cover types. Fur-
thermore, the use of air temperature from weather stations
interpolated across a study area introduces more opportuni-
ties for error propagation, especially in a heterogeneous envi-
ronment whereTa may vary over a short distance dependent
on inter alia land cover. This will be compounded in areas
with limited weather station coverage in a heterogeneous en-
vironment due to the influence of topography on near-surface
weather conditions.

From the data presented here it can be seen that the study
area comprises a spatially diverse landscape with a high level
of heterogeneity. In order to successfully estimate ET and
capture the full range of variability in fluxes, the choice of
spatial resolution of remote sensing data is crucial. Kustas
et al. (2004) and Li et al. (2006) found that when the spa-
tial resolution exceeds 500 m, mixed pixels containing large
contrasts in surface temperature and vegetation cover could
cause significant errors (Li et al., 2008). Flores et al. (2009)
also demonstrated the impact of topographic heterogeneity
on near-surface soil temperature. McCabe and Wood (2006)
found that MODIS has limited capacity in capturing the spa-
tial variability in fluxes at field level but estimates for the spa-
tial average flux at large scales may be accurate (McCabe and
Wood, 2006). The results presented here differ from those
reported in the listed literature in that it was found that al-
though the absolute values for the various energy fluxes dif-
fer from MODIS to ASTER, the proportional partitioning of
energy compared well between the MODIS and ASTER re-
sults at both the more homogeneous site and the more het-
erogeneous site. However, it is in the upscaling of evapora-
tive fraction to daily ET where the uncertainty appears to be
introduced when working at varying resolutions. The sensi-
tivity of the SEBS model to albedo with a focus specifically
on the upscaling of evaporative fraction to daily ET is lack-
ing in the literature as often the sensitivities to input parame-
ters are determined by assessing the sensible heat flux results
(such as Badola, 2009; van der Kwast et al., 2009). Mari-
otto and Gutschick (2010) proposed that since most vegeta-
tion canopies are non-Lambertian reflectors, the assumption
of a horizontally homogeneous Lambertian surface reflect-
ing energy equally in all directions affects the calculations
of albedo and vegetation index. They show that if the spa-
tial variation of non-Lambertian reflectance can be formu-
lated, the accuracy of the estimation and discrimination of
ET among different land cover types can be improved. This
is particularly true in a heterogeneous environment. It is pos-
sible that the assumption of Lambertian reflectance in a het-
erogeneous environment may be the reason for lower than
anticipated albedo values at ASTER resolution.

In this paper, the sensitivities of SEBS estimated daily ET
to various parameters have been shown. The sensitivities
have always been related back to daily ET rather than the
sensible heat flux since it is the daily ET which is of interest
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to water managers and other users of the results of the SEBS
model. Generalizations regarding the magnitude of errors
produced by uncertainties in the input data have not been
made as the dependence on study area and the interaction of
various input parameters in the model was not the objective
of this study. However, it has been shown that users should
consider which input parameters can be calculated outside of
the prepackaged version of SEBS and a decision as to which
is the most appropriate methodology should be taken.

6 Concluding remarks

The results presented here can be used to improve on the
project by Gibson et al. (2010) to determine the usefulness
and applicability of using remote sensing technologies as
a tool for resource assessment and determination of water
use. Although promising, uncertainties in estimating the var-
ious parameters were encountered. These uncertainties could
broadly be classified as (1) errors in input data, (2) uncer-
tainties related to spatial heterogeneity of the study area and
resolution of input data, and (3) processing errors resulting
in either error production or error propagation or both.

This paper described some of these uncertainties by exam-
ple of the derivation of evapotranspiration using the SEBS
model. Uncertainty related to input data was demonstrated
through investigating problems related to land surface and
air temperature as well as in the derivation of displacement
height. Uncertainty related to the heterogeneity of the study
area in terms of land cover and topography in relation to the
spatial resolution of input data was also demonstrated. Fi-
nally, uncertainty in data processing was demonstrated using
the case of determining fractional vegetation cover as exam-
ple. These uncertainties and potential errors are compounded
when considering that the SEBS model for calculating ET is
a complex process, requiring several image processing se-
quences that are combined to produce the final result. This
may lead to a situation where errors may be propagated and
compounded through the processing chain, eventually affect-
ing the final output product.

The various uncertainties and potential errors of propaga-
tion and production mean that great uncertainty is associated
with the accuracy of the final output product. Ideally, sources
of uncertainty will need to be identified and the accumula-
tion and propagation of errors will need to be modelled. This
will enable the quantification of error or uncertainty origi-
nating either from source data or through processing errors.
Simultaneous multi-parameter sensitivity analysis of inputs
which are used in the SEBS model would help in determin-
ing to which parameters the SEBS model is most sensitive
and under which conditions these sensitivities are the most
pronounced. This would begin to address the uncertainties
highlighted in this research and may lead to greater confi-
dence in using SEBS generated ET results.

Although illustrating uncertainty using ET as an exam-
ple, the derivation of all the components of the water bal-
ance equation using remote sensing data were influenced by
similar uncertainties and the actual water consumption of in-
dividual agricultural fields could not be calculated. However,
methodologies untested in South Africa were applied to the
study area with many challenges encountered at both a data
and skills capacity level. If the uncertainties and limitations
encountered in the course of the research project are consid-
ered and acted upon it may be possible that at least parts of
the methodology may be relevant at a later stage for water
use determination.

In conclusion, users of the pre-packaged version of SEBS
in Ilwis are offered the following advice: (1) Since SEBS is
sensitive to theT0−Ta gradient, care should be taken when
estimatingT0 in a topographically diverse area as retrievals
are less accurate in this setting. In particular, SEBS should
not be used in mountainous areas with coarse resolution sen-
sors since the heterogeneity of theT0 cannot be captured at
the appropriate scale. Furthermore, the sensitivity toT0−Ta
is also dependant on whether the wet-limit has been reached.
(2) Care should be taken when selecting a fractional veg-
etation cover formula as this should be appropriate for the
study area, especially if NDVI min and max values need to
be defined. In particular, it is advised that if a LAI product
is available at the appropriate scale, that it be used to esti-
mate fractional vegetation cover according to the formula by
Choudhary (1987). (3) The reference height of the weather
station should be considered in relation to the canopy height
of the study area. In an area where field crops with a low
canopy height predominate, the use of an agrometeorologi-
cal weather station is appropriate. However, where tree crops
and natural vegetation with a canopy height exceeding 2.7 m
are found, weather stations which measure wind speed at
10 m are probably more appropriate. (4) The scale at which
the evapotranspiration results are required must be consid-
ered in relation to the choice of sensor and therefore pixel
resolution and the heterogeneity of the study area. When
working at a catchment scale a coarse resolution sensor may
be appropriate for energy partitioning whereas, for farm or
field scale results a higher pixel resolution will be required
to detect inter-field or inter-farm variations. The influence of
albedo on the accurate upscaling of evaporative fraction to
daily ET should be considered and this may also be a func-
tion of landscape heterogeneity.
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