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Abstract. In this work we assess the uncertainty in mod- bution of conceptual model uncertainty to the predictive un-
elling the groundwater flow for the Pampa del Tamarugalcertainty varied between 6% and 64% for ground water head
Aquifer (PTA) — North Chile using a novel and fully in- estimations and between 16% and 79% for ground water flow
tegrated multi-model approach aimed at explicitly account-estimations. These results clearly illustrate the relevance of
ing for uncertainties arising from the definition of alternative conceptual model uncertainty.

conceptual models. The approach integrates the Generalized

Likelihood Uncertainty Estimation (GLUE) and Bayesian

Model Averaging (BMA) methods. For each member of an

ensembleM of potential conceptualizations, model weights 1  Introduction and scope

used in BMA for multi-model aggregation are obtained from

GLUE-based likelihood values. These model weights areDue to a lack of precipitations and high evaporation rates,
based on model performance, thus, reflecting how well a congroundwaters in Northern Chile are a strategic source of
ceptualization reproduces an observed dat@ksetGLUE- freshwater. One of the most important groundwater reserves
based cumulative predictive distributions for each membetin this region is the regional aquifer contained in the re-
of M are then aggregated obtaining predictive distributionscent deposits of the Pampa del Tamarugal basin (Big.
accounting for conceptual model uncertainties. For the PTAIn this basin, annual precipitation is nil at altitudes below
we propose an ensemble of eight alternative conceptualiza2000 m a.s.l. but reaches values of about 200 mmh wt al-
tions covering all major features of groundwater flow modelstitudes above 3500 m a.s.l. This spatial pattern of the precip-
independently developed in past studies and including twdtation together with high evaporation rates controls the hy-
recharge mechanisms which have been source of debate falrology of the region. Groundwater and surface water orig-
several years. Results showed that accounting for heteranating in the Andes Mountains are the main water sources
geneities in the hydraulic conductivity field (a) reduced the for human activitiesAravena 1995.

uncertainty in the estimations of parameters and state vari- | this region, many local towns as well as the capital
ables, and (b) increased the corresponding model weightgiwy of the province (Iquique), most of the mining indus-
used for multi-model aggregation. This was more notice-yry and a large part of the agricultural sector, entirely de-
able when the hydraulic conductivity field was conditioned henq on groundwater resources. As a result, groundwater ab-
on available hydraulic conductivity measurements. Contri-giraction rates from the Pampa del Tamarugal Aquifer (PTA)
have gradually increased since the early 1960s resulting in
a steady decrease in the groundwater heads recorded in the

Correspondence tdR. Rojas monitoring network controlled by the Direcri General de
BY (rodrigo.rojas@jrc.ec.europa.eu) Aguas de Chile (DGA) (e.dRojas and Dassarguezd07?).
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Fig. 1. (a) Location of study area, Pampa del Tamarugal Aquifer (PTA), eastern sub-basins (I: Aroma, II: Tarapaca, lll: Quipisca, IV: Sagasca,
V: Quisma, VI: Chacarilla, VII: Ramada) and topographic line 3500 m a.s.l. for the occurrence of precipitation (solidh)igeduadwater
elevation map (ma.s.l.) for the PTA for year 1960 (assumed steady-state conditions) (adaptedj&ernd Dassarguex)07).

The study of the PTA has been a concern since the earlyrom the most northern sub-basin (I: Aroma) (Flg), how-
1960s and many local institutions, international aid agen-ever, was neglected because the simulated values did not sat-
cies, and private companies have attempted to describe thiefactorily reproduce the observed groundwater heads in the
functioning of this regional aquifer and its interactions with northern part of the modelled domain. As explained latter,
the scarce surface water (see d=gtz et al, 1981, Suzuki  the definition of the recharge mechanism will play an impor-
and Aravenal985 DGA, 1988 1996 Magaritz et al.199Q tant role in the uncertainty assessment for the PTA. A second
DICTUC, 1995 2005 2007, 2008 JICA-DGA-PCI, 1995 model (two-layer) was developed BICA-DGA-PCI (1995
Aravena 1995 Salazar et a].1999 DSM, 2002 Houston assuming steady-state conditions for year 1993 and using
2002 Risacher et al.2003 Rojas and Dassargue2007). constant values for hydraulic conductivities for each layer.
These studies have been motivated by an increasing neethis model satisfactorily reproduced the flow patterns of the
to secure groundwater resources for drinking water supplyaquifer and the global water balance. Calibration of this
agricultural activities and, to a greater extent, by the grow-model, however, assumed an additional recharge mechanism
ing pressure to provide fresh groundwater for the develop-where a significant amount of groundwater recharge origi-
ment of mining activities. As a result of these studies, sev-nated from a system of faults and deep fissures connected
eral groundwater flow models (based on different conceptualvith Altiplano aquifers. This recharge mechanism was based
models), ranging from simple approximations to more elabo-on results that demonstrated the presence of fresh and recent
rated models, have been developed to simulate the behaviogroundwater at shallow levels in the centre part of the PTA
of the PTA under different stress conditions. (Magaritz et al.1990. Recent studies, however, suggest that

DGA (1988 reported one of the first efforts to model the recharge is taking place as a result of infiltrating runoff in the
groundwater flow in the PTA. A one-layer model assuming apex of the alluvial fans originating from the eastern sub-

steady-state conditions for the year 1960 and a transient-staf?Sins due to flash flood eventsquston 2002. The latter

model for the period 1960-1986 were developed, both uscould also potentially explain the presence of fresh and re-

ing a zonation approach to describe the hydraulic conductivS€Nt groundwater in the centre part of the PTA, hence, contra-
icting the recharge mechanism assumedIBA-DGA-PCI

ity field. These models satisfactorily reproduced the generaPI ) - ) )
flow pattern of the aquifer. Groundwater recharge coming(1999- By neglecting this recharge mechanism a substantial
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difference in the alternative conceptualizations used to modepossibly inconsistent and conflicting when the results of the
the PTA was established. In addition, steady-state conditionalternative conceptual models are compared. Additionally,
used in the model ofICA-DGA-PCI (1995 are rather ques- predictive uncertainty estimations based on a single member
tionable as suggested by present-day data (seRejags and  of the ensemble of models previously described are likely to
Dassargue£007). A third model (two-layer) was developed be under-dispersive due to omitting (potentially feasible) al-
by DSM (2002. Similarly to the model oflICA-DGA-PCI ternative conceptualizations from the analysis. These points
(1995, this model included the groundwater recharge origi- are critical for the sustainable management of the PTA where
nating from deep fissures connected with Altiplano aquifers,human pressure for newly developed freshwater resources is
however, steady-state conditions were assumed for year 1966bnsiderably high and the uncertainty due to climate condi-
and a zonation approach for each layer was used to descrilt®ons is relatively important.

the hydraulic conductivity field. This model satisfactorily It has been recently suggested that uncertainties in ground-
reproduced the overall flow field and water balance of thewater model predictions are largely dominated by this type of
aquifer. Rojas and Dassargu€2007) developed a fourth  uncertainty (conceptual model uncertainty) and that account-
model (one-layer) aimed at updating the knowledge of theing for parametric uncertainty solely does not allow compen-
system, extending the transient calibration to more recensating for conceptual model uncertainty in model predictions
data (1960-2004), and acting as a middle-point betweer{Bredehoeft2003 Neuman and Wiereng2003 Neuman
models previously created. This model assumed steady-sta003 Ye et al, 2004 Hgjberg and Refsgaar@005 Po-
conditions for year 1960 andid not includethe additional  eter and Andersqr2005 Bredehoeft2005 Refsgaard et al.
groundwater recharge from deep fissures in the developmert006 2007 Meyer et al, 2007 Seifert et al. 2008 Ro-

of the conceptual model. As models previously developedjas et al, 2008. This is especially important for the case
the model ofRojas and Dassargug¢2007) acceptably re- when predicted variables are not included in the data used for
produced the global water balance and the flow patterns o€alibration Hgjberg and Refsgaar@005 Troldborg et al.

the PTA. Finally, two additional groundwater flow models 2007). The latter is certainly the case for PTA where only
for the PTA have been developed BYCTUC (2005 2008. a scarce set of groundwater heads has been regularly used to
These models were successfully calibrated and correctly reealibrate the groundwater flow models whereas predictions
produced the water balance and the general flow patterns aire made for flow components and groundwater fluxes. The
the PTA, although the assumed steady-state conditions (foimpossibility to include flow-related observations due to the
years 1960 and 1987) and the approach to model the spaarid nature of the study area (which is located in the Ata-
tial distribution of the hydraulic conductivity (zonation ver- cama’s desert) has made model calibration even more chal-
sus a Random Space Function-RSF approach) were rathégnging. Under these conditions, non-uniqueness of parame-

different. ters and equifinality problems may have a significant impact
It is important to note, with the exception of the work of on models’ results.
Rojas and Dassargué2007), that groundwater flow mod- Rather than relying on a single conceptual model of

els previously described lack a consistent uncertainty analya given groundwater system, it seems more appropriate to
sis and the corresponding authors assumed an accurate andnsider a range of plausible system representations and
unigue description of the input (forcing) data, parameters,analyse the combined multi-model output to assess the pre-
and conceptual model, hence, neglecting uncertainty in thesdictive uncertainty (e.g-arrar et al.2003 Hgjberg and Ref-
terms. sgaard2005 Poeter and AnderspB8005 Meyer et al, 2007,

To what extent any of these models can satisfactorily beRojas et al. 2008 ljiri et al., 2009. Whereas predictions
used to manage the groundwater resources of the PTA anbdased on a single conceptualization are more likely to be bi-
to predict its responses to future stress conditions is clearhased and under-dispersive, estimates based on an ensemble of
debatable. These models were successfully calibrated usnodels are less (artificially) conservative and are more likely
ing a unique and limited set of observed groundwater headso capture the unknown true predicted valdde(man 2003
(between 40 and 55 observations) and rough estimationfojas et al.2009.
for the global water balance (e.g. evaporation from salares- One approach to deal with this type of uncertainty has
playas and transpiration from forested areas) of the aquiferbeen recently proposed Rojas et al(2008 2009). The
hence, they are all valid representations of the groundwateproposed methodology accounts for predictive uncertainty
system. They consider, however, different recharge mechaarising from inputs (forcing data), parameters, alternative
nisms, geological interpretations, modelling of the observedconceptual models, and (potentially) the definition of alter-
heterogeneities in the hydraulic conductivity field, defini- native scenarios by combining Generalized Likelihood Un-
tion of the boundary conditions, surface extensions, tempo<certainty Estimation (GLUE)Beven and Binley1992 and
ral scales (time-steps), spatial scales (grid-sizes), steady-saBayesian Model Averaging (BMA)Xfraper 1995 Kass and
initial conditions, and numerical approaches to discretise theRaftery, 1995 Hoeting et al. 1999. The key idea behind
model domain. Due to the differences in model conceptu-this approach is the concept of equifinality, that is, many
alization individual model predictions are prone to bias andcombinations of model structures and parameter sets may
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Table 1. Summary of alternative conceptual models.

Geological setup and spatial distributionfof Recharge mechanism

Eastern sub-basins Eastern sub-basins
deep fissures in basement rocks

Two-layer and constant value &f for each layer Mla M1b
One-layer and zonation & (22 zones) M2a M2b
One-layer and (unconditional) RSF representihg M3a M3b
One-layer and (conditional) RSF representikig M4a M4b

provide (equally) good reproductions of the observed systo more complex models where the spatial distribution of the
tem responseBeven 2006. Using a hypothetical setupo- hydraulic conductivity field follows the theory of Random
jas et al.(2008 explored the global likelihood response sur- Space Functions (RSF). We consider two mechanisms to de-
face of all possible combinations of plausible model struc-scribe the recharge process: one considering only recharge
tures, forcing data and parameter values in order to seleaiue to groundwater flows originating from the eastern sub-
those simulators that perform well. For each model struc-basins (Figlb), and the other (complementary to the previ-
ture, the posterior model probability (model weights to ag- ous one) due to a system of faults and deep fissures connect-
gregate multi-model predictions) was obtained by integrat-ing the PTA with Altiplano aquifers (see Tahlg. Based on

ing the likelihood measures over the retained simulators forthe results of Rojas et al. (2009a), we consider spatial condi-
that model structure. The posterior model probabilities weretioning of the hydraulic conductivity field to a set of available
subsequently used in BMA to weight the predictions of the hydraulic conductivity measurements. Finally, we analyse
competing models when assessing the joint predictive unthe full predictive uncertainty on groundwater heads, ground-
certainty. Important aspects of this method are that (1) itwater balance components and groundwater fluxes following
does not rely on a unique optimal parameter set for eachhe approach describedRojas et al(2008.

conceptual model to assess the joint predictive uncertainty, We must emphasize that it is not the aim of this work to
thus, avoiding compensation of conceptual model errors duselect “the best model” out of an ensemble of model candi-
to biased parameter estimates; (2) weights for combiningdates, i.e. solve a model selection problem, rather the objec-
model predictions are obtained considering the full sampledive is to solve a predictive multi-model problem.

space; (3) there is no implicit assumption about the condi- The remainder of this paper is organized as follows. In
tional pdf’s obtained for each alternative conceptualization;Sect. 2, we provide a condensed overview of GLUE and
and (4) allows for the inclusion of prior information about BMA followed by a description of the procedure to integrate
conceptual models, inputs and parameters, and state varihese methods. Section 3 details the study area where the in-
ables to perform conditional simulations. The latter may po-tegrated uncertainty assessment methodology is applied. Im-
tentially be used for penalizing models with too many param-plementation details such as the different conceptualizations,
eters with respect to the number of observations, i.e. to comsampling of parameters and the summary of the modelling
ply with the principle of parsimony. A more detailed descrip- procedure are described in Sect. 4. Results are discussed in
tion of such priors or the methods to define them, howeverSect. 5 and a summary of conclusions is presented in Sect. 6.
are beyond the scope of this article. A complete description

of the methodology and potential advantages are discussed )
in Rojas et al. (2008a; 2009b). 2 Integrated uncertainty assessment methodology

In this work we assess the uncertainty in groundwatergections 2.1 and 2.2 summarize the basis of GLUE and BMA
flow modelling of PTA in a fully integrated GLUE-BMA ap-  yathqdologies, respectively, for more details the reader is

proach accounting for uncertainties in input (f.o'rcing) Qata, referred toRojas et al(2008 20098. Section 2.3 presents
parameters, and conceptual models. Two additional aims ofe gescription on how to integrate these methodologies.
this work are to demonstrate the applicability of the method

of Rojas et al(2008 to regional-scale aquifer systems and 2.1 Generalized likelihood uncertainty estimation

to illustrate the effects of neglecting conceptual model uncer- (GLUE) methodology

tainty in a real-world modelling exercise. We propose an en-

sembleM of eight alternative conceptualizations covering all Being a Monte Carlo simulation technique relying on the
major features of groundwater flow models (independently)concept of equifinality Beven and Free2001), GLUE re-
developed until present for the PTA. Proposed conceptualizajects the idea of a single correct representation of a system
tions range from simple one- and two-layer approximationsin favour of many acceptable system representatiBes€n
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2006. For each potential system simulator, sampled fromweighted by their posterior model probability,(M|D).

a prior set of possible system representations, a likelihoodrhe posterior model probabilities reflect how well mogigl
measure (e.g. Gaussian, trapezoidal, model efficiency, infits the observed dat® and can be computed using Bayes'
verse error variance) is calculated, which reflects its ability torule (see e.gRojas et al.2008

simulate the system responses, given the available observed DIM) n(M

. o _ p(D|My) p(My)
datasetD. Simulators that perform below a subjectively de- p(Mk|D) = —% (2)
fined rejection criterion are discarded from further analysis > =12 (D|Mp) p(M;)

and likelihood measures of retained simulators are rescaledhere p(M;) is the prior probability of modelM;, and
so as to render the cumulative likelihood equal to one. En-p(D|M;y) is the integrated likelihood of modeéf;,.
semble predictions are based on the predictions of the re- The leading moments of the full BMA prediction of are
tained set of simulators, weighted by their respective rescalegiven by Oraper 1995 Rojas et al.2008
likelihood. K

Following the notation ofRojas et al.(2008, let us E[AID]:EM[E(AID,M)]ZZE[AID,Mk]p(MkID) (3)
consider a set of plausible model structures contained in k=1
the ensembleM = {M1,M>,...,My,..., Mg|K < oo}, a set

of parameter vector® = (01,6o,...,6;,...,01) and a set Var[A|D] = Ey[Var(A|D,M)]+Vary[E (A|D, M)]

of input variable vectorsY = (Y1,Y2,....,Y,,,....Y »), % %
and denote the observed and simulated system vari=— ZVafAID Mk]P(Mk|D)+Z
able vectors asD = (D1, D»,...,D,,...,Dy) and D* = k=1 k=1
(D*,D;,...,D:,..., ),respectlvely. (E[A|D,Mk]—E[A|D])2p(Mk|D). (4)

Then, L(Mk,ol,Ym|D) represents the likelihood of the
k-th model structure(M;) parametrized witH-th parame- ~ From Eq. @) the variance of consists of two terms: the first
ter Vector(al) and forced byn_th input data Vecto(Ym) to representing the within-models Variance, and the second rep-
represent the true system, given the observatior3.ilRo-  resenting the between-models variarRejgs et al.2008.
jas et al.(2008 observed no significant differences in the
estimation of posterior model probabilities, predictive ca-
pacity, and conceptual model uncertainty when a Gaussian,
a model efficiency based, or a Fuzzy-type likelihood function
was used. The analysis in this work is therefore confined to
a Gaussian likelihood function.

2.3 Multi-model approach to account for conceptual
model and scenario uncertainties

Combining GLUE and BMA to account for conceptual
%nodel uncertainties involves the following sequence of steps

1. Asuite of alternative conceptualizations is proposed and
prior model probabilities are assigned. This can be done
on the basis of prior and expert knowledge about the

) o ] site (see e.gMeyer et al, 2007 Ye et al, 2008h Rojas
BMA is a statistical procedure that provides a coherent et al, 20098. Should this prior knowledge reflects the

2.2 Bayesian model averaging (BMA)

framework for combining predictions from multiple compet- soundness and plausibility of the alternative conceptual-
ing conceptual models to attain a more realistic and reliable  j7ations. prior model probabilities could potentially be
description of the predictive uncertainty. BMA infers aver- used to penalize models with a high number of parame-
age predictions by weighing individual (conceptual) model ters, i.e. to fully comply with the principle of parsimony.

predictions based on their relative skill, with predictions

from better performing models receiving higher weights than 2. Prior ranges are defined for the input and parameter vec-
those of worse performing models. Thus, BMA avoids hav-  tors under each plausible model structure. To keep the
ing to choose a model over the others, instead, competing ~ analysis at a neutral level, multi-uniform prior distribu-
models are assigned different weights based on the observed tions could be assumed to perform the sampling of in-

datasetD (Wassermay2000). put and parameter vectors. Should sound and proper
Following the notation oHoeting et al.(1999, if A is prior knowledge were available about input and param-
a quantity to be predicted, the full BMA predictive distribu- eter vectors, an attempt to include it in the form of non-
tion of A for a set of alternative conceptual models defined ~ uniform prior distributions should be made as far as pos-
by M=(M1,M>,..., M), is given by Draper 1995 Rojas sible Ghosh et a].2008.
etal, 2008. 3. Alikelihood measure to assess model performance and
K a rejection criterion are defined. The latter can be based
p(AID)=>"p(A|D, M) p(M|D). 1) on exploratory runs (e.dRojas et al.2008 20099, sub-
k=1 jectively chosen threshold limits (e lgeyen et al.2007)
Equation () is an average of the predictive distributions of or set as a minimum level of performance (eBinley
A under each alternative conceptual mode{A|D, My), and Beven2003.

www.hydrol-earth-syst-sci.net/14/171/2010/ Hydrol. Earth Syst. Sci., 14,19212010
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4. For the suite of alternative conceptual models, inputsingle model compared to the others. We acknowledge, how-
and parameter values are sampled using the Metropolisever, that the GLUE-BMA method does not penalize more
Hastings (M-H) algorithm Nletropolis et al. 1953 complex models, i.e. models with a higher number of pa-
Hastings197Q Chib and Greenberd 995 Gilks et al, rameters to comply with the principle of parsimony, through

1995 to generate simulators of the system. the model likelihood. Nevertheless, penalizing more com-
o plex models can be achieved by defining non-uniform prior
5. A value for the likelihood  measure model probabilities. These non-uniform prior distributions

p(D|My,0)~L(My,0,,Y,|D) is calculated for could penalize alternative conceptualizations on the basis of
each simulator and, based on the rejection criteria, it iSthe number of parameters, complexity, plausibility or any
added to the subset; of retained simulators for model  other criteria adopted by the analyst. An analysis of this type,
M; or it is discarded by setting its likelihood to zero.  however, is beyond the scope of this article.
_ . A second alternative to penalize models with a high num-
6. Steps 4-5 are repeated until the hyperspace of possger ot narameters is to use model selection criteria (e.g. AIC,

ble simulators is adequately sampled, i.e. when for eac%CC, BIC or KIC) to approximate the posterior model prob-

mgngMk tr}e f|rsdtltwc(>jmoments _OLtIhe ct:)ondgonalr(]jls— abilities. AlthoughYe et al. (20083 have presented an in-
m_ ““0’,‘5 of pre 'Ct_e state_ variables based on the re'sightful discussion about merits and demerits of alternative
tained likelihood weighted simulators converge to stable

I dth | 2004 § model selection criteria in multi-model applications, the de-
values, and th&-score Gelman et a|.2004 for param- bate on using one criterion over the others is far from be-

eters and variables of interest converges to values cIosF;1g settled yet. In addition, in a recent worRdjas et al
LO one. Tr;]el_e—scorg iﬁpressis thhe rattio of \,N'th'n' to 20099 we have shown that working with different model
etween-chains variability and, thus, approximate con-ggotion criteria to approximate the posterior model prob-

vergence of the M-H a!gor'lthm is diagnosed whep the abilities might lead to conflicting and misleading results in
variability between chains is not larger than that within . e 004 applications

chains Gorensen and Giangla002.

7. The integrated likelihood of each modeh,
is approximated by summing the likelihood
weights of the retained simulators in the subset
Ag thatis p(DIM)~Y") ea, L(My,0,Y | D)
(Rojas et al.2008.

3 Study area
3.1 General description

The PTA is limited in the west by the coastal range and in
the east by the Chilean pre-cordillera. It covers an area of
the whole ensembld/ such that they sum up to one ca. 5000 krA with dimensions of almost 1GQ km long, width
(using EQ.2), the posterior model probabilities are ob- ?Feigvi)en 20-60km, and an average elevation of 1000ma.s.|.
tained. Recharge through direct precipitation on the PTA is not
9. After normalization of the likelihood weighted predic- taking place as rainfall is negligible in the area. The east-
tions under each individual model (such that the cumu-€rn sub-basins (Fid.a), on the other hand, receive recharge
lative likelihood under each model equals one), a multi- from precipitation coming from high altitudes in the east.
model prediction is obtained with Eql)( The leading ~ These sub-basins lie in a well-developed rain-shadow, and
moments of this distribution (considering the whole en- @s a result there is a rapid decrease in rainfall as air masses
sembleM ) are then obtained using Eq8) @nd @). move west and descenfr@vena et al.1989 1999 Hous-
ton, 2002 2006. For an average hydrologic year surface
In addition, posterior model probabilities obtained in step (8) watercourses disappear before reaching most of the alluvial
could potentially be used in the prediction stage of the al-fans located in the PTA suggesting that the aquifer is being
ternative conceptual models under alternative scenarios (e.gecharged by part of this water through infiltration and lateral
Rojas et al.20099. groundwater flowsAravena 1995. Extreme rainfall events,
Posterior model weights implicitly account for the number on the other hand, play an important role on the recharge
of parameters through the likelihood function. Itis likely that mechanisms making the (overused) assumption of “average”
models with more parameters will have higher likelihoods, recharge conditions rather questional#®ston 2006. In
as the latter are obtained from model fit solely. If both prior this regard, evidence of recent groundwater recharge due to
model probabilities and integrated model likelihoods (Bq. flash flood events has been reported for the Chacarilla sub-
are equal for alternative conceptual models, these conceptubasin (VI in Fig.1a) by Houston(2002).
alizations will receive the same posterior model weight (in- The PTA is located in the Atacama Desert and thus arid
dependently of the number of parameters). The latter meansonditions are extreme with potential evaporation rates rang-
that the evidence provided by the data did not support anyng between 2000 mmyt and 2500 mmyr! (Rojas and

8. By normalizing the integrated model likelihoods over

Hydrol. Earth Syst. Sci., 14, 17192, 2010 www.hydrol-earth-syst-sci.net/14/171/2010/
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Dassargugs2007). As a consequence, the presence of natu'Table 2. Summary of aquifer parameters of the Pampa del Tamaru-

ral vegetation is limited to few places in the study area. Thes%m Aquifer (PTA) obtained from 62 measurement points. Adapted
places correspond to natural or reforested areas located ifiom JICA-DGA-PCI(1995 andDICTUC (2008.

Dolores, Salar de Pintados and Salar de Bellavista (.

(Rojas and DassargueX)07). These zones are composed of  zone Transmissivity ~ Hydraulic Storativity
trees highly adapted to arid and saline conditions and, thus, (m2d%)  conduetivity ©
they can sustain themselves by directly extracting ground- (md™)

water with massive and well-developed root systeRAQ, polores i 11369 3007-030
1989. Therefore, vegetative transpiration from these zones pg;o Amonte — Pintados 21-2097 03424 210-6-0.20
is an important component of the global water balance for Oficina Victoria— Cerro Gordo  29-1500 0.8-150  B1W~'-0.33
the PTA.

3.2 Geology

and they are in the limit to perform a meaningful geostatis-

The geology of the study area has been described in previouécal analysis. A summary of the aquifer parameters for the
studies (e.gDingman and Galli1965 DGA, 1988 JICA-  PTAis presented in Tab2

DGA-PCI, 1995 Digert et al, 2003 DICTUC, 2007. As Figure 1b shows the groundwater elevation map for the
described irtHouston(2002), the basin is a complex asym- Year 1960 which is obtained from nearly 60 measurement
metric graben bounded in the west and in the east by N-points. The main groundwater flow direction is from north
S regional fault zones which started to form in the earlyto south with an east-west component in the area of Pica.
Oligocene. Coarse conglomerates and gravels of the Sicha groundwater divide is observed in the north area with part
and Altos de Pica Formations, eroded from the adjacent upof the groundwater flowing towards the forested area in Do-
lifted Coastal Range and Pre-Cordillera, comprise the low-lores Rojas and Dassargue007). Hydraulic gradients are
ermost sediments. Coarse clastic sediments continued to Bonsiderably steeper near Huara which is explained by the
deposited over wide areas throughout the Miocene. Soméower hydraulic conductivity of the deposits of Aroma and

events of volcanic activity, from the eruptive centres locatedTarapaca sub-basins (see Fig) (DGA, 1988. In the centre
on the east, took p|ace producing andesitic tuffs and ign.area of PTA, groundwater flows from east to west towards the

imbrites. Towards the end of the Miocene a series of largeforested Tamarugo areas and the Salar de Pintados. Both cor-

alluvial fans began to develop. Since the Pliocene only mi-respond to the main natural discharge areas of the aquifer for
nor alluvial and evaporitic sediments have been deposited ithe year 1960. In the southern area (Oficina Victoria-Cerro
the basin. Gordo) groundwater flow is mainly directed to the south-
Figure2 shows a longitudinal geological profile (XXof ~ West Rojas and Dassarguez07).

the study area and a plan view of the aquifer boundaries. In There is a general consensus that recharge to the PTA
Fig. 2a upliftings of the basement rocks (Longacho Forma-0ccurs mainly by groundwater flows from the eastern sub-
tion) are observed in the north and south limits. Also in the basins, with estimations ranging between 76 o3aint
west (Coastal Range) and in the east, outcroppings of thi@nd 89510 Mid~ (DGA, 1988 JICA-DGA-PC|, 1995 Ar-
formation are observed (Figb). Overlying the Longacho ~avena 1995 Houston 2002 Rojas and Dassargue2007,
Formation is the Altos de Pica Formation, which is differenti- DICTUC, 2008. As discussed earlier, a mechanism where
ated into lower and upper layers. In the uppermost strata, red Substantial amount of groundwater recharge originating
cent sediments mainly composed of saline alluvial deposits{fom a system of faults and deep fissures connected with Al-

gravel, sand and clay have been deposi®#@A-DGA-PC|,  tiplano aquifers is also assumed by some authorsXaga-
1995. ritz et al, 199Q JICA-DGA-PCJ, 1995 DSM, 2003). The

magnitude of this recharge ranges between 11 83dth
3.3 Hydrogeology (DGA, 199§ and 24970rd~! (JICA-DGA-PCI 1995

and, until today, the validity and quantification of this

The main aquifer system of the PTA is contained in units Q4recharge mechanism is an important source of uncertainty
and Q3 (Fig2a) (DGA, 1988 JICA-DGA-PCI, 1995. Unit to develop a coherent conceptual model for the PTA.

Q3 is composed of sand and gravel and is underlain by a thick

clayey layer (Q2). Unit Q4 consists of sand and gravel with

mud, and/or intercalated with mud layers and is overlain by

unit Q3 from Huara to Salar de Bellavista aréofas and

Dassargue007. A relatively good qualitative data base is

available for the description of these units. Hard data (hy-

draulic conductivity measurements, transmissivity, storativ-

ity), however, are scarce given the dimensions of the PTA
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Estimations of transpiration rates from forested areast

(Fig. 1b) for the year 1960 range between ca. 1728Im"
(DICTUC, 2008 and 18144 rAd-1 (DGA, 1989. Direct
evaporation of groundwater from salares constitutes othe
important component of the water balance. In the study are
an active salar system exists comprising the Salar de Pi
tados and Salar de Bellavista (Fith) (see e.gRisacher
et al, 2003. An estimated evaporation of 46 82§ dr?!
is obtained fromDGA (1988 for the year 1960, whereas
Rojas and Dassargud2007) estimated a range between
35424nt¥d~! and 52013 hd~? following the calibration
of a steady-state model for the same year.

Groundwater outflows from the PTA are estimated in the
order of ca. 1728/d~1 in the north boundary, and ca.
8640n?d~1 in the geological section defined between the

outcrops located in Cerro Gordo and the east limit of the

model (Fig.1b) (DICTUC, 2008.

Recently, a hydrogeologic connection with a local aquifer
termed La Noria has been suggestedCTUC (2008
(Fig. 1b). It is proposed that the PTA is recharging this lo-
cal aquifer through a local system of faults and the estimate

groundwater recharge flows for the present situation vary be

tween 1555 md—1 and 4320 Ad—1.
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delimitation of the aquifer boundaries and basement rocks outcrop-

Implementing the multi-model approach

4.1 Alternative conceptual models
r

a . . . . .
n,_An ensembleM including eight alternative conceptualiza-

tions was considered to describe the PTA. These conceptual
models aimed at covering the main features of all models pre-
viously developed (FigB). All members ofM comprised six
common elements: boundary conditions expressed as con-
stant heads at the north and south limits, hydrogeological
connection with La Noria aquifer, a transpiration zone lo-
cated in Pintados, an evaporation zone accounting for Salar
de Pintados and Salar de Bellavista, and assumed steady-
state conditions for year 1960. The distinctive elements
among models were the number of layers, the representation
of the hydraulic conductivity field and the recharge mecha-
nisms (see Tabl&). Model M1 (Fig.3a) considered a two-
layer system explicitly accounting for units Q3 and Q4 (see
Fig. 2a), whereas models M2 (Figb), M3 (Fig.3c) and M4

ciFig. 3d) considered a one-layer system. Model M1 con-

sidered constant values of hydraulic conductivity for each
layer, model M2 included a spatial zonation approach ob-
tained fromRojas and Dassargu€8007), and models M3
and M4 used the theory of Random Space Functions (RSF)
to describe the hydraulic conductivity field, with model M4
conditioning the hydraulic conductivity realizations on avail-

able hydraulic conductivity measurements. To obtain the
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Fig. 3. Model setup for four alternative conceptual modelsy M1 (two-layer model with constant values &f in each layer), if) M2
(one-layer model with zonation &), (c) M3 (one-layer model, unconditional RSF), amt) 14 (one-layer model, conditional RSF).

conditional realizations of th& -fields, we employed “con- and south (CHS) limits, recharge inflows from the east-
ditioning by kriging” (Chilés and Delfiner1999. Figure4 ern sub-basins (RECH), recharge inflows from faults and
shows the histogram fdnK and the modelled variogram deep fissures (RECIBAS) (only for “b” version models),
used to simulate the hydraulic conductivity fields in the frametranspiration outflows (TRANSP), evaporation rates from
of models M3 and M4. The fitted model corresponded tosalares (EVTR), extinction depth of the evaporation process
a nested structure including a nugget effect of 0.6 and an extEXTD), and outflows to La Noria aquifer (NORIA). In addi-
ponential variogram with a practical range of 10.2 km andtion, for models M1 and M2, two and twenty-two additional
a sill (contribution) of 1.6. For the recharge inflows originat- parameters representing the hydraulic conductivity values for
ing from the eastern sub-basins, model M1 considered areaach layer or zones were included, respectively. In a pre-
recharge rates distributed over small areas of the alluvial fansious work, Rojas and Dassargué2007) did an extensive
(Fig. 3a), model M2 included point recharge fluxes in the sensitivity analysis for a model analogous to model M2 used
apex of the alluvial fans (FigBb), and models M3 and M4 in this article. From that analysis, the most sensitive pa-
considered recharge fluxes distributed over long sections ofameters were recharge rates and hydraulic conductivities,
the eastern boundary (Figc and d). which showed some degree of correlation given the steady-
In addition, each of the four models depicted in gon-  state nature of the model. Elevation of the south boundary
sidered an alternative “b” version where the recharge mechacondition showed moderate sensitivity whereas parameters
nism that assumes a connection with Altiplano aquifers wagelated to the evaporation process were relatively insensi-
included, hence, adding to the groundwater recharge flowsive. We acknowledge that parameter correlations may yield
from the eastern sub-basins. These recharge rates where sgaased results, however, an analysis of the effects of these
tially distributed over the entire active model domain. In correlations on the GLUE-BMA results is beyond the scope
summary, eight alternative conceptualizations were definedf this article.
to analyse the combined uncertainty arising from inputs, pa-
rameters, and conceptual models. We assigned equal prior model probabilities (1/8) to the
eight alternative conceptualizations and adopt uniform prior
distributions for the unknown inputs and parameters. Using
these priors, we expect that the information contained in the
data, expressed by the likelihood function, should dominate
The common elements to the alternative conceptualizationshe form of the resulting posterior distributions. The ranges
defined a common group of eight parameters, namely, thehat describe the prior uniform distributions of the unknown
elevations of the constant head cells at the north {QH variables are presented in Talle Despite some parameter

4.2 Prior distributions

www.hydrol-earth-syst-sci.net/14/171/2010/ Hydrol. Earth Syst. Sci., 14,19212010



180 R. Rojas et al.: Assessment of conceptual model uncertainty for Pampa del Tamarugal aquifer

Table 3. Range of prior uniform distributions for unknown parameters.

Parameter Range

Minimum  Maximum

Recharge (RECH) (A1) 0 345600
Recharge from deep fissures in basement rocks (RBE&H) (m3d_1) 0 172800
Transpiration forested areas (TRANSP) 3@l 0 172800
Discharge to La Noria aquifer (NORIA) ) 0 86400
Evaporation rate (EVAP) (nelt) 0 0.01
Extinction depth (EXTD) (m) 0 20
Elevation constant head north (an (m) 1075 1120
Elevation constant head south (e (m) 875 920
Hydraulic conductivit (K) (md=1 0 100

2Included only for models M1 and M2.

ranges shown in Tablg span several orders of magnitude, A Gaussian likelihood measure was implemented to assess
samples were efficiently selected by the Metropolis-Hastingghe model performance, i.e. to assess the ability of a simula-

algorithm and clear zones of attraction were defined. tor (conceptual model + set of parameters) to reproduce the
. _ observed datasd®, which consisted of 42 observed heads
4.3 Simulation procedure (Fig. 1b). These heads were obtained for both units (Q3

and Q4) since observation wells were screened at multi-
ple sections. The range of this measurements was between
MODFLOW-2000 Harbaugh et al.2000. The modelled  915m4.5.1. and 1033ma.s.l. For convenience, we employed
domain covered an area of ca. 43002km|_th alength of n4ated information about the observation wells obtained
160km and between 18km and 40km wide. Uniform cell o0 pjcTUC (2008 which is reported as the most accurate
size of 600 600 m was used to discretise the modelled do-jn¢qrmation until present. From exploratory runs and con-
main resulting in 242 rows and 118 columns. This cell siz€gjyering the dimensions of the modelled domain, a departure

was defined on the basis of values used in previous studa¢ 13, m from the observed head in each observation well
ies ODGA, 1988 JICA-DGA-PCI 1995 DSM, 2002 DIC- g qefined as rejection criterion, where the standard devia-

TUC, 2005 Rojas and DassargueB007 DICTUC, 2008 iop, of observed headsy) was assumed as 10 m. This value

and on pragmatic reasons to make the problem computgs s the basis for the rejection criterion implemented in the
tlonglly tractable. It is worth mentlonl_ng, however, that 5| UE.BMA method and it was obtained from preliminary
preliminary runs were performed to estimate the computayng The objective of these preliminary runs was to achieve
tional time for different cell sizes. Models M1a and M1b g tode.off between computational time and number of “be-
(see Tablel) were defined as three-dimensional with vary- j\ayioural” simulations in the subsay. This ensured an effi-
ing cell thicknesses represented by stratigraphic units Q3jent jmplementation of the sampling algorithm (Metropolis-
and Q4 (seeRojas and Dassargue8007. Models M2, aqiings) used in the methodology. Given the dimensions

M3 and M4 (versions a and b) (see Taldlg on the other ot yhe study area and the range of the head measurements
hand, were defined as two-dimensional with a layer thICk-(llg m) we considered this value as appropriate. In sum-

ness varying between ca. 70m and 300m. The evaporatiomary' if hohs—30M<hsim<hopst-30m a Gaussian likelihood
and the recharge packages of MODFLOW-2000 were used 9,05y re s calculated, otherwise the likelihood is zero.

represent the evaporation from salares and the transpiration ) . )
from the forested areas, respectively. As discusserbjas Sampling of parameters from the prior ranges presented in
and Dassargudg007), surface extension of forested areas as 1able3was performed using the Metropolis-Hastings (M-H)
well as forest species are well documented in previous stud@/gorithm Metropolis et al, 1953 Hastings 197Q Chib and

ies and, thus, the estimation of past and present transpiratioffréenberg1995 Gilks et al, 1993. From exploratory runs,
rates are relatively accurate. As a consequence, we opted fd00 parallel Markov chains starting from randomly selected
a head-independent boundary condition to represent the traf0ints defined in the prior parameter ranges (Tableere
spiration using the recharge package with negative rechargénplemented to proceed with the M-H algorithm for mod-

rates. Fixed inflow or outflow fluxes were represented with €/S M1 and M2. For models M3 and M4, sampled parameters
the well package. were combined with hydraulic conductivity realizations gen-

erated using the spatial correlation structure defined ind=ig.
Based on the results éfojas et al(20093, an ensemble of

Simulation of steady-state flow for the year 1960 employed
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25 mberctcam 62 51 integrated likelihood of each conceptual mogelD|My) in
o0 |25, = .l & Eg. (), is approximated by summing over all the retained
B e quarle 257 ] 4 5 likelihood values for modeM;.. The posterior model proba-
S 15 mamm 3 o bilities are then obtained by normalizing over the whole en-
§ 104 52} G 2 — sembleM. For each series of predicted variables of concern,
<] | A% Bk %0 a cumulative predictive distributiop,(A|D, My), is approx-
T 54 112 imated by normalizing the retained likelihood values for each
] ] x10° conceptual model such that they sum up to one. The leading
0_6 420 2 4 6 8 00 1 2 3 4 s moments of the full BMA predictive distribution accounting
a In K b lag for input, parameter and conceptual model uncertainties are

then obtained using Eqs3)(and @).
Fig. 4. (a) Histogram for hydraulic conductivity measurements and
(b) modelled variogram to describe the spatial correlation structure
of InK for the PTA. Horizontal dashed line represents the varianceg  pacits and discussion
of measurements.

5.1 Validation of the M-H algorithm results

100 hydraulic conductivity realizations was defined as min-gg ey aspects of the implementation of the M-H algorithm,
imum number to initiate the Markqv chal_ns. That is, _vvhen such as the acceptance rate, the length obtime-insamples

a random set of parameters combined with a hydraulic cony g the proper mixing of the chains were checked to vali-
ductivity realization agreed with the rejection criterion, the date the results. Acceptance rates across all models ranged
hydraulic conductivity field was set as fixed and the Markov between 21% and 48%, values considered acceptable (see

c_halln proceedlt(ajd for the setl of paramfeLerj soll_ely. A(‘jlte"_‘aé.g. Gilks et al, 1995 Makowski et al, 2002. Based on
tively, I(_)ne_cou ggr:jeratle a arghe _Se;f orny kza'ludl? f:don IUCt'Y'the visual inspection of the plotting series for all parameters
ity realizations and develop a chain for each individual real- 5, § \ ariables of concern (e.g. recharge inflows, transpiration

:jzatpq Hovx:faver, given the 2|gh numbelr of hydraulic Cor,"loutflows, evaporation outflows, groundwater fluxes) and the
uctivity realizations required to properly represent spatialy, e for the R-score abelman et al(2004), the length

variability, such approach is computationally still intractable. of the burn-in samples was defined at Ov2(with N being
Multivariate normal distributions centred on the previous the total chain |ength)_ After discarding tbarn-in Samp|esy
parameter values were selected as proposal distribution, i.ghis resulted in chains of 20000 elements. Across all mod-
q(0*16;—1)~N (0;-1|Z¢), for models M1, M2, M3 and M4.  ¢|s, the variation for the R-score for parameters of interest
Individual variance terms aEy were modified by trial-and-  ranged between 1.003 and 1.107 for parameters\NCahd
error until an acceptance rate in the order of 20-40% WaRECH BAS, respectively. For variables of interest (ground-
achieved for successive steps of all Markov chains. Forwater flux at southern section) the variation for the R-score
each proposed set of parameters a new Gaussian likelihooginged between 1.001 and 1.110. For the problem at hand,
value was calculated in function of the agreement betweeryng given the dimensions of the modeled domain and the
observed and simulated groundwater heads at the 42 obsegomplex interactions between parameters and variables of
vation wells depicted in Figlb. The mixing of the chains concern, we accepted proper mixing of the chains for values
and the convergence of the posterior probability distributionsof the R-score close to 1.1, which is the value recommended
was monitored using the R-scor@€lman et al.2009 and  for most problems byGelman et al(2004 p.297). As an
the length of theburn-in samples was defined from visual example, Fig.5 shows the results for model M2a for the
inspection of the plotting series of exploratory runs for pa- key parameter recharge inflows. Figia shows the devel-

rameters and variables of concern. opment of fifty independent chains of 20000 elements af-
To avoid negative effects of autocorrelation within succes-ter discarding the initiaburn-in samples. A good overlap
sive steps of a chain (see e gorensen and Giangla002), of the chains is observed indicating proper mixing and con-

final chains were thinned before calculating summary statisvergence. Additionally, in order to get statistically indepen-
tics. Thinning an MCMC chain means that not all (chain) dent results and given the autocorrelation induced by suc-
samples are recorded, instead samples are storedkafter cessive steps of the Markov chains, the original sample was
iterations. A thinned chain contains most of the information thinned. We tried several thinning intervals (frequencies) be-
but it takes up less space in memo@ilks et al, 1995. The  fore reaching a compromise between size of the chains and
resulting total parameter sample (after discardingbtima-in information content. For each of these trials we recomputed
samples and after thinning the original sample) can be conthe first two moments to ensure consistency of the retained
sidered as a sample from the posterior distribution given thesamples. Figur&b shows the effect of thinning the orig-
observed datasdd for each alternative conceptual model. inal sample of 1000000 elements after every 25 iterations.
Using these discrete samples from the M-H algorithm, theFor the original sample the autocorrelation factor is highly
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s 10° . of describing the hydraulic conductivity field in more detalil
o x10 11 = Original sample . e . . .
= . — Thinned sample and the importance of conditioning the field to hydraulic con-
= & e 1k ductivity measurements. This result is in full agreement with
23 5 0.6 the findings ofRojas et al.(20093. For recharge inflows
E 5 50_4; (Fig. 6a—d), a clear region of attraction is identified, which
o s contains the range of estimations made in previous studies.
ER 5027 \ Conditioning the hydraulic conductivity field shows a clear
§ 0 = XI0 effect on the peakedness of the likelihood surface, which is
a I&aﬂfm ciai1i2ele11n6€nt20 b 0 02 Oﬂiagﬁ 0.8 1 consistent with the range of previous estimations. The lat-
= ter indicates the relevance of properly honouring the mea-
—4410° o 8x10° sured values of hydraulic conductivity. Evaporation outflows
= = (Fig. 6e—h) shows a similar pattern as the one for recharge
£3 _\'V\W E 6 inflows, however, the peak of the likelihood surfaces defined
= = ] by models M3a and M4a is somewhat biased compared to
= 27 £ 47 the range of previous estimations. An attraction zone for
2 1; TE 2; the likelihood response surface is observed, with the range
§ | . ; | i of the previous estimations defining an upper limit for the
S0 SR > 04— ‘ 0 evaporation outflows. Likewise recharge inflows, describing
c 0 1 thdCS 34 d 0 1 NI\Z/ICS 34 the hydraulic conductivity field in more detail decreases the

spread of the likelihood surfaces, hence, decreasing uncer-
Fig. 5. Results from the M-H algorithm for recharge inflows from t@inty. For evaporation outflows under model M1a (fag),
the eastern sub-basins for model M2a): 100 independent Markov ~ @nd also groundwater outflows under model M2a (Bjy.
chains, b) autocorrelation function for the original sample and however, the range defined by previous estimations is located
thinned sampledj convergence of the mean for the predictive dis- rather at the tail of the likelihood response surfaces, indicat-
tribution of recharge inflows (thinned sample), adjigonvergence  ing that either these models fail to properly estimate these
of the variance for the predictive distribution of recharge inflows two flow Components or previous estimations are rather con-
(thinned sample). servative. For the groundwater outflows (Fii-l), increas-

ing the complexity of the model considerably improves the

accuracy of the estimation, suggesting that conditioning to
persistent even for lags of 1000 whereas for the thinned samhydraulic conductivity measurements plays an important role
ple autocorrelation is below-0.3 for lags in the order of iy the estimations of groundwater fluxes calculated at the
150-200. Figuréc and d shows a satisfactory convergence cerro Gordo section (Figlb). Figure6k and | shows that
of the first two moments for the predictive distribution ob- the |ikelihood response surfaces obtained with models M3a
tained with the thinned sample. Similar results were obtainedhnd M4a are consistent with previous estimations. When
for the other parameters and variables of interest. Therethe hydraulic conductivity field is conditional on hydraulic
fore, the thinned parameter samples of 40 000 elements fogonductivity measurements, however, previous estimations
each conceptual model were considered to be an indepefor the groundwater outflows at the southern section corre-
dent sample from the target posterior distributions. Thesespond to a local maximum in the likelihood response sur-
independent samples were combined in a final sample congce. From Figél, however, another highly likely value can
taining 320 000 (40 008 models) elements which was used pe identified for these groundwater outflows in the range be-
to calculate summary statistics of the posterior GLUE-BMA tween 3310-4433 #u—L. This new range indicates an aver-

predictions. age reduction of the groundwater fluxes through the southern
o section of ca. 55% compared to previous estimations. This
5.2 Likelihood response surfaces may play an important role in the management of the ground-

water resources in the study area since groundwater fluxes

Figure 6 shows scatter plots of likelihood values for mod- through the section defined at Cerro Gordo are considered
els Mla, M2a, M3a, and M4a for three key groundwater flow recharge inflows to the local aquifer system of Salar Viejo
components, namely, recharge inflows, evaporation outflowsjocated south of PTAICTUC, 2008.
and groundwater fluxes passing through a section defined by
the outcrop at Cerro Gordo and the east boundary of the mods.3  Posterior model probabilities
elled domain (see Fidlb). The latter has been estimated in
previous studies, hence, is included here for comparison.  Table4 shows the results for the integrated model likelihoods

In general, the global likelihood response surfaces forand the posterior model probabilities for all eight concep-
models M3a and M4a are better defined and less disperstializations. It is seen from this table that increasing the
compared to models Mla and M2a, indicating the relevancealetail on the description of the PTA increases the posterior
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Fig. 6. Scatter plots of likelihood values for recharge infloasd), evaporation outflowssth), and groundwater fluxes at the section defined
between Cerro Gordo and the east boundary of the modglf¢r models M1a, M2a, M3a, and M4a. Vertical dashed lines represent the
range of estimated values from previous studi264, 1988 JICA-DGA-PCI, 1995 DSM, 2002 DICTUC, 2005 Rojas and Dassargues
2007 DICTUC, 2008.

model probabilities of the corresponding models. In this way,and models M4a and M4b. This indicates that the informa-
conceptual models using conditional realizations of the hy-tion content of the datasé (42 observed heads) used to as-
draulic conductivity field show higher posterior model prob- sess the alternative conceptual models does not allow a con-
abilities. Although this might be attributed to the number sistent discrimination between both recharge mechanisms.
of parameters used to described Kxdield, this is in agree-  Therefore, other sources of information or conditioning data
ment with the results obtained ojas et al.(20093. In apart from head and hydraulic conductivity measurements
addition, when the alternative recharge mechanism is conshould be considered. In this regaRipjas et al.(20093
sidered (models M1b, M2b, M3b and M4b), posterior model have demonstrated that head measurements are limited in its
probabilities also increase for detailed descriptions of theability to discriminate among conceptualizations included in
PTA. M. This discrimination is drastically improved, however, by
There seems to be no clear relationship between posté-he inclusion of flow-related measurements and a sufficiently
rior model probabilities obtained for models including only dense network of hydraulic conductivity measurements used
recharge from the eastern sub-basins (a-version models) dpr spatial conditioning. Unfortunately, for the problem at
models including both the recharge from the eastern subhand, such information was not available.
basins and the recharge due to deep fissures (b-version mod-
els). For example, models M1a and M3a show higher poste-
rior weight compared to models M1b and M3b, respectively,
whereas the opposite is observed for models M2a and M2b,
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Fig. 7. Predictive distributions for a set of observation wells for the alternative conceptual models and the corresponding BMA predictive
distribution. Vertical dashed lines represent observed head. Crosses represent location of synthetic piezometers.

5.4 Groundwater model predictions accounting for hence, accounting for conceptual model uncertainty. There
conceptual model uncertainties is a slight tendency to larger spreads of the predictive dis-
tributions for models M3b and M3a. The latter may be ex-

5.4.1 Groundwater heads plained by the fact that model M3 describes the hydraulic

conductivity fields using unconditional realizations follow-

Figure7 shows a set of representative observation wells andnd the spatial correlation structure shown in Fgsolely.

the corresponding predictive distributions obtained for the Thus, the level of spatial uncertainty is relatively high com-
alternative conceptualizations and the full BMA predictive Pared to the conditional case (model M4) or simpler models
distribution obtained from the GLUE-BMA methodology. (M1 and M2).

Despite the fact heads at the observation wells were used Figure 7 also includes the location of 15 synthetic
as conditioning data, predictive distributions for the simu- piezometers, which were included to explicitly assess the
lated groundwater heads varied significantly in spread, shapeelevance of uncertainty arising from the definition of al-
and central moment. The BMA predictive distribution ac- ternative conceptualizations at points not includedin
counts for these differences and, hence, represents a godgtieads + conductivity measurements). It is worth mention-
compromise among all predictions obtained from the alternaing, however, that this set of synthetic piezometers were not
tive conceptualizations. More important, deviations from this intended to be used in a cross-validation approach. For such
average prediction can be estimated for individual modelsapproach, an exact reproduction of heads (at observation
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Table 4. Integrated model likelihoodg (D|My,)), prior model probabilitiegp(My)), and posterior model probabiliti€s (M| D)) for the
alternative conceptual models.

Conceptual models

Mla Mlb M2a M2b M3a M3b Mda  Mdb Total
p(DIMy) 597.3 5909 6204 6565 7416 7265 7593 7974 5498.84
p(My) (/8)  (U8) (18)  (U8)  (18)  (18)  (18)  (1/8) 1.0
p(Mg|D) 01088 0.1076 0.1130 0.1196 0.1351 0.1323 0.1382 0.1452 1.0

wells or synthetic piezometers) would have been necessargrn area and to a lesser extent in the eastern part. This is
Since GLUE-BMA allows for a departure from observed due to the fact that model weights used for multi-model ag-
data by defining tolerable limits through the rejection cri- gregation were rather similar, with a cumulative weight for
terion, such cross-validation approach is not feasible in themodels M1 and M2 of ca. 0.45. The latter indicates that no
context of this work. Although not shown here, predictive single model is preferred over the others on the basis of the
distributions for these synthetic piezometers varied substanevidence provided by the datasBt As discussed earlier,
tially in shape, central moment and spread due to the defithis problem could be solved by assigning non-uniform prior
nition of the alternative conceptualizations. For these syn-model distributions reflecting the analyst’s prior perception
thetic piezometers the contribution of conceptual model un-about the plausibility of the alternative conceptualizations or
certainty was relatively important as individual model pre- by collecting more data on key properties of the alternative
dictions at these locations varied substantially from the av-conceptualizations.

erage prediction (see e.g. Fitb and Table$ and6). The

latter indicates that conceptual model uncertainty is more sig5 4.2 Groundwater flow components

nificant for spatial points not included as conditioning data.
It is worth emphasizing that we were interested in the ratio
between-model variance to total variance at these syntheti
piezometers, which ultimately assess the relevance (contri
bution) of conceptual model uncertainty. This ratio can po-
tentially guide data collection campaigns aiming at reducing
this source of uncertainty.

Hfl general, predictive distributions for the groundwater flow
components differed significantly among models indicating
an important contribution of conceptual model uncertainty
to the predictive uncertainty (Fi@). Models M3 and M4
showed a better predictive coverage of the ranges estimated
in previous studies compared to models M1 and M2. For
Spatial head distributions for the eight alternative concep-transpiration outflows, however, the lower limit of the range
tualizations and the BMA prediction are shown in F&. defined by previous estimations was defined rather at the
In general, models M1 and M2 (Figa—d) show a con- tail of all individual and the BMA predictions. This might
sistent spatial head distribution with smooth contour lines.suggest that higher transpiration outflows were observed for
Two weak points of these results, however, are the poowear 1960 compared to the lower limit estimated DC-
representation of heads at the northern and eastern parts #fJC (2009 for transpiration outflows. It is worth pointing
the modelled domain. Representing Kdield as an RSF  out, however, that the estimation madeDiCTUC (2009
improves the spatial distribution of heads and models M3(ca. 1728 md—1) is rather conservative compared to tran-
and M4 (Fig.8e—h) show a better representation of the north-spiration outflows (18 144 A1) used in previous studies
ern and eastern parts. It is worth noticing that model M4b(DGA, 1988 JICA-DGA-PCI|, 1995 Rojas and Dassargues
(Fig. 8h), which shows the highest posterior model probabil- 2007).
ity (0.1452), shows the best representation of the spatial head For the groundwater outflows to La Noria aquifer (Fg),
distribution compared to the observed heads. A weak pointll conceptualizations showed a similar (in spread and central
of the results from models including an RSF representatiormoment) predictive distribution. In addition, the most re-
is that equipotential head lines are considerably less smoothable estimation available for these outflows (155%mt)
and more irregular than the observed spatial head distribu¢DICTUC, 2008 was located at the lower tail of the pre-
tion. A good compromise between the eight spatial head disdictive distributions, indicating that it is likely that the out-
tributions is obtained with the BMA prediction (Figi). The flows from PTA to La Noria aquifer might be higher than the
latter combines the consistency and smoothness of the resurrent estimation. It is important to note that the estimation
sults of models M1 and M2, and the improved spatial headmade byDICTUC (2008 corresponds to present situation
distributions obtained from models M3 and M4. It is worth where the groundwater elevations for the PTA are relatively
noting, however, that the BMA prediction also shows a poordeeper compared to the situation in 1960. Thus, it is likely
representation of the spatial head distribution in the north-that for year 1960 the groundwater outflows from PTA to
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Table 5. Summary of observed heads, BMA prediction and predictive variances for groundwater heads at observation welldfgee Fig.

Observation well nr.

162 237 263 276 281 286 290 294 C-30 315 D-60 A-13 133

Observed [m] 980.4 967.8 971.2 9575 9549 9513 9519 9245 11314 9935 997.1 11112 972.0
BMA prediction 968.1 966.4 964.7 950.6 945.7 9421 937.5 932.8 1130.1 9758 987.6 11253 976.5
=+ std. dev [m] +65 +49 55 56 +£6.0 +£6.0 £51 +79 +116 78 +93 +£145 +£64

Predictive variance [/]  41.8 23.6 30.0 31.9 36.5 36.2 26.5 62.8 134.8 60.3 89.6 211.7 41.2

Table 6. Summary of BMA prediction and predictive variances of groundwater heads at synthetic piezometers (Hge Fig.

Synthetic piezometers

P1 P2 P3 P4 P7 P10 P11 P12 P13 P14 P15
BMA prediction 1131.0 1101.2 1043.3 1009.8 981.1 9723 973.2 965.8 943.3 9423 929.7
=+ std. dev. [m] +13.8 +18.6 +17.3 +£145 <£75 £55 +7.8 487 +94 +10.1 =121

Predictive variance [/]  191.0 3459 2997 209.7 546 307 609 765 88.6 102.0 1469

La Noria were somewhat higher due to possibly steeper hyranged between 6% and 64% (FI). In the north area,
draulic gradients in the section defining the hydrogeologicalthe definition of alternative conceptual models showed a sig-

connection between PTA and La Noria aquifers. nificant impact on the uncertainty estimations (see observa-
o o . tion wells C-30 and A-13 in Figl0Oa). It is worth noticing,
5.5 Contribution to predictive variance however, that for observation wells 162 and 315 conceptual

- . ._model uncertainty also significantly contributed to the pre-
The predictive variance for groundwater heads at observation,. _ . oo )

. oo dictive variance of head estimations. Observation well 315
points, for the synthetic piezometers, and for the groundwa-

ter flow components are shown in Tab&s, and7, respec- is located in the distal part of the alluvial fan formed in the
P ' » resp Chacarilla sector, hence, it is influenced by the groundwa-

g\f/etgé rits)tggl?ggr:jsoga?gosﬁgx:éetrohs:dtﬁeatrr:g; nuor::gr?;nater recharge inflows originating from this sub-basin. There-
. . . . ore, different ways to represent these recharge inflows will
presenting the highest variances for observation wells C-3 ave an impact on the uncertainty estimation for the head

and A-13 and piezometers P1, P2 and P3 (seelfg. This at this well. Observation well 162, on the contrary, is lo-

is due to the effects of groundwater recharge inflows froméated at the western side of the modeled domain in the Salar

two major eastern sub-basins located in that area (Aroma an : . . .
: e Pintados area, near the discharge points connecting PTA
Tarapaca), which on average accounts for more than 60% o . . . . S
and La Noria aquifers (see Figs.and7). This proximity

the total recharge to the PTA. Groundwater recharge inflow ; . ) -
. . . o these discharge points could only explain the contribution
derived from these sub-basins considerably affect the uncer-, =~~~ : o . )
S N . of within-models variance to the predictive variance in the
tainty in the estimation of the groundwater heads in the north-~_." . : . N
o . estimation of the head at this well, since by definition these
ern area. The latter is in full agreement with the results ob-

tained byRojas and Dassargué2007). Also at the southern dlsche}rgmg points are a common gl_eme_nt for all e!ght al
- . ! . ternative conceptualizations. In addition, if recharge inflows
area of the modeled domain relatively high variances were . .~ . . . .
X . riginating from the Chacarilla sub-basin were influencing
observed for observation well 294 and piezometers P13, P1 oY T
the estimation of conceptual model uncertainty in well 162,

and P15, indicating high uncertainty in the estimation of thea similar influence should also be noticed for the wells lo-

heads in this area. This may pa_lrt_lally be explained by thecated in between wells 315 and 162. However, this is not
presence of the recharge front originated from the Chacarilla

s asin (e i i o averag accurts o 205 of 720124, [0, e rb proble expiaton o 1
the total recharge to the PTA, and also due to the proximity 9 P y P

. dictive uncertainty in well 162 is the differences in the repre-
of the south boundary condition. . . S :
. _— . . sentation of the hydraulic conductivity field among all eight
For observation wells the contribution of variance derived

. .  alternative conceptualizations. This suggests that for areas
from conceptual model uncertainty to the predictive vari- P 99

ance varied between 10% and 45%, whereas for piezomete rnsot directly affected by recharge fronts, the representation of
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Fig. 8. Most likely predicted spatial head distribution for modeds1a, (o) M1b, (c) M2a, (d) M2b, (€) M3a, ) M3b, (g) M4a, () M4b

and () BMA.

Table 7. Summary of predictive variances for estimations of nificantly higher compared to predictive variances obtained

groundwater flow components. Values expressadd—1)2. using the forty-two observation wells. This indicate;
the relevance of conceptual model uncertainty for spatial

data not included as conditioning points (pseudo-validation-

GW flow component Predictive variance
sample).

Recharge inflows 1.93101° Figure11shows the percentage contribution of conceptual
Evaporation outflows 430101 model uncertainty to the predictive variance for the ground-
Transpiration outflows 2.8010° water flow components of interest. In general, uncertainty
Recharge Chacarilla sub-basin 326P arising from the alternative conceptualizations was signifi-
Discharge to La Noria aquifer 5.4110° cantly more important for the recharge inflows accounting
Recharge from deep fissures Lo for 76% and 79% of the predictive variance for the estima-
GW outflows at Cerro Gordo 4.280° tion of recharge originating from the Chacarilla sub-basin

and for the effective recharge inflows from all sub-basins,
respectively. For the recharge inflows, the most uncertain
(individual) estimations were linked to simpler models M1
the hydraulic conductivity field dominates the contribution and M2, whereas the most accurate estimations were associ-
of conceptual model uncertainty to predictive variance in theated to models M3 and M4 (see Fi). This shows the rel-
estimation of groundwater heads. evance of describing the hydraulic conductivity field follow-
Results from Fig10 can be thought of as a split-sample ing a RSF to obtain more confident recharge estimations. If
test using multiple conceptual models, where forty-two datasimpler models are used, it is likely that recharge estimations
values are used for obtaining the model weights (posteriowill be highly uncertain, therefore, more effort should be in-
model probabilities) for multi-model aggregation and fif- vested in describing the recharge mechanisms when working
teen data values are used as a pseudo-validation-sample (seé&h simpler conceptualizations to approximate the PTA.
Fig. 7). Results show that for the pseudo-validation sam-
ple (synthetic piezometers) the predictive variances are sig-

www.hydrol-earth-syst-sci.net/14/171/2010/ Hydrol. Earth Syst. Sci., 14,19212010



188

10 10" 10° 10°
Evaporation [m? d!]

14
.‘?0.87
Z 0.6
<
S 0.4+
= J
0.2+
O,
10" 10> 10* 10°
Transpiration [m® d"']
1 | . oy
= 0.6- ! Z 06 o
= | = 0. X |
< = 7 lll "I
2 ! 5 1]
0.2 | ] i
7 I il A
0- 04 HW\\\ e
10" 100 10" 10° 10° " 10° 10°

Outflow to La Noria aq. [m® d"'] Rech. deep fiss. [m3 d]

],

] —— Mla - Mib
0.84
£ — M2a - M2b
= 0.6+
< — M3a M3b
-§ 047 M4 M4b
s 4 a
0.2
] — BMA

0,
10' 10% 10° 10* 10° 10°
GW outflows [m> d']

Fig. 9. Predictive cumulative distributions for groundwater flow

components: &) recharge inflows, if) evaporation outflows,cf
transpiration outflows,d) recharge Chacarilla sub-basi®) (dis-

R. Rojas et al.: Assessment of conceptual model uncertainty for Pampa del Tamarugal aquifer

100+ 37 38

8 80+

= i

1

S 60

<

> i

8 407

=]

S |

J

S 20+ 63|/85(/901((90| 85|/ 82/88(/88((56(62| 76| 55|88
T A A A T P P A

LR S5883I NS T@
a . O A <
Observation wells

1007 nn
8 80+

=] |

=

;60*

> i

8 401

=]

S |

=

S 20+ 4214058588094 67(91|36/82]93
b ffcffgsfiiil?

A A A A A~ Ay Ay Ay Ay (=¥ (=9

Synthetic piezometers

[ ] within-models |JJJll between-models

Fig. 10. Predictive variance obtained using E4) é€xpressed as
a percentage contribution from within-models and between models
components for: &) observation wells andoj synthetic piezome-

ters depicted in Figlb.

Estimation of groundwater outflows defined at the south-
ern section of Cerro Gordo also showed a large contribution
of conceptual model uncertainty (55%). For this flow compo-
nent, the largest individual variances are associated to mod-
els M2 and M1, respectively. Neglecting this contribution of
between-models variances to the predictive uncertainty may
have serious implications on groundwater management of the
study area since these groundwater fluxes are considered the
main recharge inflows to the southern aquifer of Salar Viejo.

The contribution of conceptual model uncertainty to the

charge to La Noria aquifer,fY recharge due to faults and deep predictive variance for the transpiration outflows resulted
fissures, andg) groundwater outflows in the eastern section of in the order of 30% with the largest individual variance

Cerro Gordo. Vertical dashed lines represent the range of estimate@ptained for model M2.

values from previous studie®GA, 1988 JICA-DGA-PCI, 1995
DSM, 2002 DICTUC, 2005 Rojas and Dassarguez007 DIC-

TUC, 2008.
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For evaporation outflows and
discharges to La Noria aquifer, contributions of between-
models variance were 19% and 16%, respectively. It is worth
noticing that even for the case of the outflows to La Noria,
where predictive distributions were rather similar between
the alternative conceptualizations, a moderate contribution of
conceptual model uncertainty was observed.
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flows to the groundwater system. For each member of the en-
sembleM, integrated model likelihoods and posterior model
probabilities were derived, which were then used to obtain
multi-model predictions that explicitly account for concep-
tual model uncertainty.

By definition, results of the GLUE-BMA methodology are
conditional on the proposed ensemiMeof alternative con-
ceptual models, hence, the “quality” of the GLUE-BMA pre-
dictions is linked to the comprehensiveness of the ensemble
M. That is, if the members oM cover a suitable range
of potential conceptualizations while ensuring that they are
different enough to consider them mutually exclusive, the
quality of the uncertainty assessment will be improved. On
the contrary, if models are rather similar (under-sampling) or
tend to reflect fairly similar processes or features (biased),
the “quality” of the uncertainty assessment using the GLUE-
BMA method will be weakened.

We acknowledge that other model structures could be in-
cluded in the analysis, for example, other spatial distribu-
tions (zonations) to describe the hydraulic conductivity field,
[ ] within-models [JJl] between-models a full two-layer description accounting for small-scale het-

erogeneities or even a larger modelled domain to explicitly
connect the PTA with aquifer systems located to the south
or west (e.g. Salar Viejo, Salar de Llamara and La Noria).
aIL—nlrst, any spatial distribution (zonation) of the hydraulic con-
ductivity field obtained through a scientifically sound method
(e.g. model calibration) is considered a valid representation

Figure 11 illustrates the importance of conceptual model Of theK-field. Hence, alternative zonations are equally likely
uncertainty when making extrapolations beyond the datasend valid in the frame of this uncertainty assessment. For
used for calibration. The main dataset used for esti-Pragmatic reasons, a spatial zonation available fRojas
mation of posterior model probabilities were groundwater@nd Dassarguez007) was selected. Second, a two-layer
heads whereas model predictions were obtained for flowf€scription accounting for small-scale heterogeneities would
components. These results show the relevance of considerirfgf Suitable if the dataset used to characterize separately both
alternative conceptual models for predictions of variables notunits (Q3 and Q4) of the PTA was comprehensive. Given the
used as calibration targets and are in full agreement with thélimensions of the aquifer system, the current level of infor-

findings ofHarrar et al(2003, Troldborg et al(2007 and ~ Mationis scarce and the number of available hard data on key
Seifert et al(2008. parameters is at its limit to perform a meaningful geostatis-

tical analysis. Thus, it seems more conservative to combine

both units (Q3 and Q4) in one hydrostratigraphic unit and
6 Summary and conclusions model PTA as a regional two-dimensional system. If more

hard data on key parameters were (independently) collected
In this work we assessed the uncertainty in groundwater flowfor both units, a two-layer conceptualization fully accounting
modelling of the regional aquifer Pampa del Tamarugal lo-for the heterogeneities on both units would be worth explor-
cated in northern Chile using a multi-model methodology ing. Third, including a larger model domain would imply
aimed at explicitly accounting for conceptual model uncer-to increase the datasét to assess the model performance
tainty. We proposed an ensembl#) of eight alternative as more information would be available from southern or
conceptualizations covering all major features of groundwa-western aquifer systems. To correctly assess the conceptual
ter flow models previously developed, ranging from a sim- model uncertainty, however, a common datd3eb all con-
ple two-layer representation to models fully accounting for ceptualizations should be used since models including more
the spatial heterogeneity of the hydraulic conductivity field. data to assess the model performance would be implicitly ac-
We further developed models representing the heterogenesounting for the worth of the additional data, hence, masking
ity of K-field by conditioning the realizations to available the actual weight of the conceptualization.
hydraulic conductivity measurements. We included two We recognize that the GLUE-BMA approach does not ex-
recharge mechanisms, which have been source of debate fpticitly penalize (through the likelihood function) models
several years to account for uncertainties in the recharge inwith a high number of parameters in order to comply with

% total variance
0 20 40 60 8‘0 1(?0
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Evaporation outflows-

Transpiration outflows

Rech. Chacarilla sub-basin-

Outflows to La Noria aq.-|

Recharge deep fissures

GW outflows Cerro Gordo

Fig. 11. Contribution of within-models and between-models vari-
ances (expressed as a percentage of the predictive variance) for m
groundwater flow components of the PTA.
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the principle of parsimony. This, however, can be achieved 7. The relevance of conceptual model uncertainty is more

by defining non-uniform prior model probabilities, which important for prediction of variables not used as cal-
should reflect the analyst’s prior perception about the plau- ibration targets, i.e. extrapolations beyond the dataset
sibility of the alternative conceptualizations. How efficiently used for calibration. These results are in full agreement
define these priors will be the subject of future research. with the findings oHarrar et al(2003, Troldborg et al.

By mimicking actual conceptual models developed in the (2007 andSeifert et al(2008.
last 20 years for the PTA we demonstrated that conceptual o . _
model uncertainty is a relevant source of predictive uncer- 8. Contribution of conceptual model uncertainty varied be-

tainty in this area. This is particularly important for the PTA tween 16% and 79% of the predictive variance for the
where human pressure for water resources is considerably ~ groundwater flow components whereas for the estima-
high and uncertainty due to climatic conditions is relatively ~  tions of heads at the observation wells and at the syn-

important. As a consequence, itis recommended to acknowl-  thetic piezometers varied between 7% and 64% of the
edge this source of uncertainty to provide a more robustand  predictive variance.
sustainable management of the groundwater reserves of PTA.

The main findings of this work can be summarized as fol-
lows:

Finally, a better quantitative hydrogeological description
of both units Q3 and Q4 to improve the geostatistical mod-
elling, a validation (quantification) of the recharge mecha-
1. Considering a more detailed description of the hetero-nisms involved in the groundwater dynamics of the PTA, and

geneity of the hydraulic conductivity fields reduced the the extension of the modelled domain to the south in order

spread of the likelihood response surfaces, hence, deto include flow-related observations are interesting future re-
creasing the uncertainty in the estimations of parame-search alternatives.

ters and state variables of concern for the PTA. In addi-
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