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Abstract. A relatively simple satellite-based radiation model
yielding high-resolution (in space and time) downwelling
longwave and shortwave radiative fluxes at the Earth’s sur-
face is presented. The primary aim of the approach is to pro-
vide a basis for deriving physically consistent forcing fields
for distributed hydrologic models using satellite-based re-
mote sensing data. The physically-based downwelling radi-
ation model utilises satellite inputs from both geostationary
and polar-orbiting platforms and requires only satellite-based
inputs except that of a climatological lookup table derived
from a regional climate model. Comparison against ground-
based measurements over a 14-month simulation period in
the Southern Great Plains of the United States demonstrates
the ability to reproduce radiative fluxes at a spatial resolu-
tion of 4 km and a temporal resolution of 1 h with good ac-
curacy during all-sky conditions. For hourly fluxes, a mean
difference of−2 W m−2 with a root mean square difference
of 21 W m−2 was found for the longwave fluxes whereas a
mean difference of−7 W m−2 with a root mean square dif-
ference of 29 W m−2 was found for the shortwave fluxes. Ad-
ditionally, comparison against advanced downwelling long-
wave and solar insolation products during all-sky conditions
showed comparable uncertainty in the longwave estimates
and reduced uncertainty in the shortwave estimates. The
relatively simple form of the model enables future usage
in ensemble-based applications including data assimilation
frameworks in order to explicitly account for input uncertain-
ties while providing the potential for conditioning estimates
from other readily available products derived from more so-
phisticated retrieval algorithms.
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(margulis@seas.ucla.edu)

1 Introduction

Characterisation of total radiation reaching the Earth’s sur-
face (total downwelling radiation) is necessary for the study
of land surface processes and land-atmosphere exchange due
to the inherent influence it has on energy availability. Inci-
dent surface radiative fluxes have direct connections to ap-
plications in hydrology, climate research, agriculture, and re-
newable energy. Downwelling radiation is the primary exter-
nal energy forcing at the land surface with the resulting net
radiation being a key driver of soil heat flux and photosynthe-
sis processes, as well as sensible and latent heat fluxes (Bras,
1990; Dingman, 2002). Renewable energy markets bene-
fit from accurate characterisation of downwelling broadband
shortwave energy for purposes of locating potential sites for
photovoltaic arrays (Myers, 2005). Agricultural managers
utilise information from the photosynthetically active region
of the shortwave spectrum to estimate crop growth and yield
(Hunt et al., 1998) as well as information from the longwave
spectrum to estimate potential crop damage associated with
frost and duration of dew (Diak et al., 2000). Due to the nat-
ural variability of downwelling radiation in space and time,
however, accurate characterisation of downwelling radiative
fields is influenced by evolving cloud conditions that occur
over timescales of less than a day and length scales on the
order of kilometers (Li et al., 2005).

The primary aim of the approach presented here is to pro-
vide a basis for deriving physically consistent radiative forc-
ing fields for distributed hydrologic models using satellite-
based remote sensing data. A common argument in dis-
tributed model development is the belief that explicit repre-
sentation of spatially varying fields should lead to significant
advances in the skill to simulate and forecast hydrologic re-
sponse (Beven, 1989). Additionally, nonlinearity of surface
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hydrologic processes often dictates the need for land surface
forcing variables at high-resolution in both space and time
over large domains (Grayson and Blöschl, 2001). Therefore,
in order to properly model the land surface hydrologic re-
sponse, we are motivated by the desire to create physically
consistent radiative flux fields across large regions of space
and time. It is our belief that when used in distributed land
surface and/or hydrology models, these estimates will lead
to improved characterisation of the key modes of variability
in land surface states and fluxes. A number of distributed
hydrologic models such as the TIN-based Real-time Inte-
grated Basin Simulator (tRIBS, Ivanov et al., 2004) or the
Systeme Hydrologique Europeen (MIKE-SHE, Abbott et al.,
1986a, b) as well as distributed applications using land sur-
face models (e.g. Mitchell et al., 2004; Rodell et al., 2004)
currently exist that require distributed radiative (and other)
forcing fields. Models such as these are the primary intended
beneficiaries of our approach.

Two dominant factors result in significant variability in
downwelling radiative fluxes across space and time: 1)
Earth-Sun geometry, and 2) cloud effects. The motion of
the Earth relative to the Sun introduces diurnal and sea-
sonal cycles into downwelling radiative fluxes. The Earth-
Sun geometry effect is easily modelled as a trigonometric se-
ries (US Naval Observatory, 2007) that is a function of time
and latitude and can be applied at fine spatial and temporal
scales. Clouds are equally important in that they are first-
order modulators on downwelling radiation processes (Gau-
tier and Landsfeld, 1997; Pinker and Ewing, 1985; Slingo,
1989), but require more sophisticated methods to account for
their radiative influences. Clouds impact both shortwave and
longwave flux fields and introduce significant variability in
radiation fields as their bulk and microphysical character-
istics vary over relatively short spatial and temporal scales
(Koren et al., 2008).

Downwelling shortwave and longwave radiation can be
accurately measured using in-situ sensors. Unfortunately,
a lack of large-scale in-situ networks makes the estima-
tion of downwelling radiation difficult across large regions
of space. The availability of satellite-based measurements,
however, provides the potential for unprecedented global
coverage and horizontal spatial continuity. The main ad-
vantage of satellite-based estimation techniques over ground-
based techniques is that they can be used to delineate regions
where clouds are present with good accuracy. A number of
satellite-derived radiation products utilizing complex radia-
tive transfer models have been developed (e.g. Gautier et al.,
1980; Pinker and Ewing, 1985; Gupta et al., 1992; Pinker
et al., 2003; Meetschen et al., 2004). Many of these mod-
els invert satellite-derived brightness temperatures in order
to estimate cloud conditions and the subsequent modulation
by clouds on the downwelling radiative fluxes. In addition,
some of these models require profiles of atmospheric states
(e.g. temperature, humidity) that are often based on atmo-
spheric model output. Our approach discussed here employs

a relatively simple and computationally efficient formulation
that utilises readily available satellite-derived measurements
without the need for a radiative transfer model or profiles of
atmospheric states.

The model presented here accounts for cloud effects via
use of a high-resolution, satellite-based cloud product that
provides information on cloud states that can then be used
to estimate the modulation of downwelling radiative fluxes.
In conjunction with additional satellite-derived atmospheric
states and land surface parameters, the cloud information can
be used to yield estimates of downwelling radiation that not
only account for changes in Earth-Sun geometry, but also
explicitly account for cloud effects. The model develop-
ment was further motivated by the desire to create a rela-
tively simple data-driven model allowing for direct utilisa-
tion of a variety of readily available satellite-based inputs.
We hypothesise that a simple, bulk physical model derived
solely from satellite-based remote sensing observations can
be used to generate a prior estimate that captures the cou-
pled space-time patterns, variability, and uncertainty in the
key radiative forcings of the land surface. Such a computa-
tionally efficient, data-driven bulk model lends itself to use
in an ensemble-based data assimilation scheme (e.g. Lee and
Margulis, 2007b) where other products, generated at differ-
ent scales and/or derived from more complex models, can be
merged with prior estimates produced by the relatively sim-
ple model. In this respect, our model design is not intended
to replace more sophisticated models, but rather is expected
to ultimately add value to existing products via use of data
assimilation schemes.

2 Satellite-based data

The model parameterisations presented here are intended to
take advantage of satellite-based inputs with varying spa-
tial and temporal characteristics. Between the shortwave
and longwave modules, several different satellite-based in-
puts are utilised: 1) a high-resolution (space and time) cloud
product derived from geostationary satellites provides esti-
mates of cloud conditions, 2) a variety of products derived
from polar-orbiting satellites provide atmospheric states and
land surface parameter information during clear-sky con-
ditions, and 3) multiple atmospheric states from a polar-
orbiting satellite provide necessary estimates during condi-
tions with cloud cover. Each satellite-based input represents
a different atmospheric state (e.g. air temperature) or land
surface parameter (e.g. albedo) that impacts downwelling ra-
diative flux fields. All of the products used in this model
formulation are readily available and produced in near real-
time. Our model approach strikes a compromise between re-
lying minimally on modelled quantities (e.g. does not require
high temporal resolution atmospheric profiles necessary for
use in radiative transfer schemes), makes the most of avail-
able products that are closely related to observable quantities
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Table 1. Spatial and temporal characteristics of model states and parameters derived from satellite-based measurements.

Approximate Scale
Product Required Orbit Spectral Space Time
Name State/Parameter Type Range [km] [days] Model

AIRS Near-surface air P IR, MW, ∼50 ∼1/2 LW
temperature and humidity NIR, VIS

MODIS Black-sky albedo P VIS ∼1 16 SW
White-sky albedo

MODIS Total precipitable water P IR ∼5 ∼1/2 SW

MODIS Near-surface air P IR, NIR ∼5 ∼1/4 LW
temperature and humidity

VISST Effective cloud height G IR, VIS ∼4 ∼1/48 LW, SW
Effective cloud temperature
Effective cloud pressure
Cloud base height
Cloud base pressure
Liquid/ice cloud phase
Liquid/ice water path
Effective liquid/ice hydrometeor size

G = Geostationary; IR = Infrared; LW = Longwave; MW = Microwave; NIR = Near Infrared; P = Polar; SW = Shortwave; VIS = Visible.

(e.g. utilises measureable cloud states), and maintains phys-
ical consistency while keeping the model formulation rela-
tively simple.

One challenge in satellite-based estimation of down-
welling radiation is merging a variety of products and
choosing an appropriate level of parameterisation within the
model. Therefore, prior to presenting the formulations used
in the radiation model, it is important to first discuss the
available satellite-based inputs used in the model and how
data availability motivated much of the parameterisation.

2.1 Cloud characterisation

The primary inputs related to bulk cloud radiative properties
are estimated via use of the Visible Infrared Solar-infrared
Split-window Technique (VISST) product created by the
NASA Langley Research Center (Minnis et al., 1995, 2008).
Alternative cloud retrieval algorithms (e.g. Kokhanovsky et
al., 2005) could have been employed, but VISST was chosen
because it is representative of an advanced satellite-derived
cloud product. The presence (or absence) of clouds as de-
termined by VISST dictates the inclusion (or exclusion) of
cloud properties into the radiative model expressions shown
below.

VISST is derived from geostationary satellites with a
spatial scale on the order of kilometers and a sub-hourly
(∼30 min) temporal scale. Since VISST is at the heart of
the radiation model, model output coincides with the spatial
and temporal resolution of VISST. The VISST data is gener-
ally available in near real-time over the continental US and
has been applied to many regions of the globe (Minnis et

al., 2008). The pre-processed VISST data used in this study
was obtained from an archive at the US Department of En-
ergy’s Atmospheric Radiation Measurement (ARM) website
(http://www.arm.gov/data/vapprocess.php?id=visst).

In the VISST retrieval algorithm, clouds are assumed
plane-parallel and to exist as a bulk cloud that fills the en-
tire pixel field of view (∼4 km×∼4 km). As a result, prob-
lems may arise with capturing scattered sub-kilometer cloud
parameters over short (∼hourly) time scales (Pinker et al.,
1995). In addition, given the columnar arrangement of cloud
properties in VISST, layered clouds are not treated explicitly
and, instead, are treated as bulk, column-integrated variables.
A listing of the cloud states used from the VISST inputs as
well as spatial and temporal characteristics of the VISST data
is shown in Table 1.

Longwave radiation modulation due to cloud presence re-
quires knowledge of cloud base temperature, phase, and wa-
ter path. Cloud phase (liquid versus ice) and water path,
both of which are provided in VISST, are used to estimate
cloud emissivity. Cloud base temperature, however, is not
provided in VISST, and as a result must be derived via use
of the effective cloud temperature. Using an estimate of the
effective cloud elevation and the cloud base elevation that are
provided in VISST, the cloud base temperature can be esti-
mated. Solar radiation attenuation by clouds occurs through
scattering and absorption. Estimation of these processes re-
quires knowledge of the cloud phase, effective hydrometeor
size, and cloud liquid/ice water path. All of these required
cloud states are provided in VISST. The details are discussed
further in the model methodology section.
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2.2 Atmospheric characterisation

In addition to cloud characteristics, additional atmospheric
states are required in order to estimate downwelling long-
wave and shortwave fluxes. The ability to retrieve clear-sky,
near-surface measurements of temperature and humidity,
which are required in the estimation of downwelling long-
wave radiation, motivated the use of the Moderate Resolu-
tion Imaging Spectroradiometer (MODIS) Air Profile prod-
uct. The MODIS Air Profile product is available twice
daily from both the Terra (MOD07) and Aqua (MYD07)
platforms. Each product provides estimates of tempera-
ture and humidity at 12 fixed pressure levels. Processing
these inputs involves reading measurements from the high-
est available fixed pressure level (i.e., those closest to the
surface). All MODIS-derived inputs were obtained from the
NASA MODIS Atmosphere website found athttp://ladsweb.
nascom.nasa.gov/data/search.html.

A limiting behaviour of MODIS measurements, however,
is the inability to see through clouds. When clouds are
present, the Atmospheric Infrared Sounder (AIRS) product
derived from instrumentation aboard the Aqua platform is
used in its place. The AIRS product is based on measure-
ments collected from both the AIRS sensor as well as the Hu-
midity Sounder for Brazil (HSB) microwave sensor. As a re-
sult, the wavelengths from which the AIRS product is created
are more capable of penetrating clouds, and hence can yield
estimates of sub-cloud conditions. However, the AIRS prod-
uct is coarser spatially (∼50 km versus∼1 km) and sparser
temporally (twice-daily versus four-times daily) compared to
MODIS measurements. Therefore, MODIS measurements,
when available, are preferred over available AIRS measure-
ments during clear-sky conditions due to the finer spatial and
temporal resolution. All AIRS measurements were obtained
from the Goddard Earth Sciences Data and Information Cen-
ter (http://disc.gsfc.nasa.gov/AIRS/).

Estimation of downwelling shortwave flux requires knowl-
edge of precipitable water content in order to estimate wa-
ter vapour absorption. In the absence of clouds, the short-
wave module uses an estimate of the column-integrated pre-
cipitable water path. This quantity is derived from mea-
surements in the infrared spectrum during both daytime and
nighttime. The Level-2 information is provided twice daily
from both the MODIS Terra (MOD05) and MODIS Aqua
(MYD05) products. The spatial and temporal scales of the
MODIS and AIRS inputs are provided in Table 1.

2.3 Land surface characterisation

Additionally, an estimate of the blue-sky (direct plus diffuse)
albedo is required in the shortwave formulation, which is de-
rived as a linear function of black-sky (direct) and white-
sky (diffuse) land surface albedos. Black-sky and white-
sky albedo estimates are obtained from the MODIS Terra
Level-3 product (MOD43) for the broadband spectrum rang-

ing from 0.3 to 5.0 micrometers and are available at 16-day
intervals. This product is useful for capturing slowly vary-
ing trends in surface reflectivity (e.g. vegetation growth and
senescence). While not a significant issue for the domain
used in this study, the relatively sparse temporal nature of the
albedo estimates could result in underestimation of surface
reflectivity associated with areas of short-lived snow cover-
age. In such regions, the daily MODIS snow covered albedo
product (Hall et al., 2000) could be used to account for snow
effects. Table 1 highlights the spatial and temporal charac-
teristics of the MODIS-derived land surface parameters used
in the shortwave flux estimation.

3 Radiation model formulations

3.1 Longwave formulation

Downwelling longwave radiation is formulated as a sim-
ple, physically-based bulk expression that accounts for cloud
variability. At a given pixel, the longwave module utilises
cloudy (or clear) radiative parameterisations based on the
presence (or absence) of a cloud. The impact of clouds on
downwelling radiative processes are assumed to behave ad-
ditively such that the downwelling radiation emanated from
the cloud base is attenuated by the effective transmissivity
of the sub-cloud layer (Diak et al., 2000). The formulation
describing downwelling longwave radiation may be written
concisely as:

R
↓

lw(x, t) =

{
σ εa T

4
a clear−sky

σ εa T
4
a + σ (1 − εa) εc T

4
c cloudy−sky

(1)

whereR↓

lw(x, t) is the downwelling broadband longwave
flux at the Earth’s surface,σ is the Stefan-Boltzmann con-
stant,εa=0.74+0.0049ea is the effective atmospheric emis-
sivity whereea is the reference-level (∼2 m above the sur-
face) vapour pressure in millibars (Idso, 1981),Ta is the
reference-level air temperature, 1−εa is the effective trans-
missivity of the sub-cloud layer,εc=1− exp(−kcW)is the
cloud emissivity (Liou, 1992) wherekc is the mass absorp-
tion coefficient (kc≈0.15 for liquid-phase andkc≈0.06 for
ice-phase),W is the liquid water path or ice water path for
liquid-phase and ice-phase clouds, respectively, andTc is the
cloud base temperature. Though not explicitly shown, all of
the variables on the right-hand side of Eq. (1) are dependent
on space(x)and time(t). The form of the bulk model shown
above is similar to previously used formulations (Diak et al.,
2000; Prata et al., 1996) where here the bulk radiative param-
eters and atmospheric states are estimated from the satellite-
based products described above.

3.1.1 Estimation of reference-level air and cloud base
temperature

As shown in Eq. (1), the downwelling longwave flux field
depends on reference-level air and cloud-base temperatures,
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neither of which is provided directly by the MODIS or
VISST products. The MODIS product provides air temper-
atures at fixed pressure levels and the VISST product pro-
vides an effective cloud temperature, which is representative
of cloud-top conditions.

To estimate reference-level air temperature,Ta , from the
lowest level (highest pressure) MODIS measurement, we
make the simplifying assumption of a specified constant am-
bient adiabatic lapse rate in the layer between the MODIS
level and the surface. The ambient lapse rate is assumed to
equal−6.5 K km−1 (Cosgrove et al., 2003). Specific humid-
ity as measured by the satellite is assumed to remain constant
between the lowest MODIS level and the reference-level el-
evation. This process is used on the MODIS product during
clear-sky conditions as well as the AIRS products in the sub-
cloud layer during cloudy-sky conditions. Tests on the as-
sumed ambient lapse rate were conducted in order to investi-
gate the sensitivity of downwelling longwave flux estimates
to this parameter. A dry adiabatic lapse rate of−9.8 K km−1

(Liou, 1992) was used. The resulting maximum temperature
difference between the two different lapse rates was∼6 K.
Most areas experienced a temperature difference of 1–2 K.
These temperature differences produced differences in the
downwelling longwave flux, at the most, of 10–15 W m−2.
The difference in the mean longwave radiation field was typ-
ically around 4–5 W m−2, which as will be shown later, is
within the uncertainty bounds of the model output.

A similar procedure is performed on the VISST estimates
of effective cloud temperature. VISST estimates of effective
and cloud base heights enable the estimation of cloud base
temperature via an assumed moist adiabatic lapse rate,0m.
The process is applied analogously to that discussed above
and assumes a moist adiabatic lapse rate of−6.5 K km−1

(Hansen et al., 1981; Stephens, 1994).

3.1.2 Climatologically-based diurnal interpolation for
near-surface atmospheric states

Due to the temporally sparse nature of both the MODIS and
AIRS measurements, an interpolation procedure is necessary
in order to approximate the diurnal signal in the reference-
level air temperature and humidity. Simple interpolation
methods (e.g. linear or spline) will not capture the under-
lying diurnal cycle from the (at most) 4 daily MODIS mea-
surements. The approach taken here is similar to that used
in the so-called triangle method (Gillies et al., 1997) for es-
timating surface fluxes from temporally sparse surface tem-
perature measurements. The basic premise is to use a repre-
sentative diurnal signature (climatology) that is then scaled
(or stretched) to fit the actual measurements for that day.
The climatological diurnal signature could be obtained from
ground-based observations, but to allow for general appli-
cability, was derived from a regional climate model (see Ap-
pendix A for details) to maintain independence from ground-
based data. An additional delineation was made between

clear-sky and cloudy-sky conditions in order to derive dif-
ferent climatological signals based on a threshold amount of
cloud cover. In any case it is assumed that a representative
diurnal climatological signal,ψ(x, t), can be obtained where
ψ could be reference-level temperature or humidity.

When two or more satellite measurements are available for
a given day at a given location, the temporal interpolation
procedure as a function of space and time may be written as:

ξ(x, t) =
[
〈ϕ(x)〉 + ψ̄(x)− 〈ψ(x)〉

]
(2)

+
ϕ(x)max − ϕ(x)min

ψ(x)max − ψ(x)min

(
ψ(x, t)− ψ̄(x)

)
whereξ(x, t) is the temporally interpolated reference-level
state of interest (i.e., temperature or humidity),〈ϕ(x)〉 is
the temporal-average of the satellite measurements,ψ̄(x)

is the temporal-average of the diurnal climatological val-
ues,〈ψ(x)〉 is the average of the climatological values co-
incident in time with the satellite measurements,ϕ(x)max is
the maximum of the available satellite measurements for the
given day,ϕ(x)min is the minimum of the available satellite
measurements for the given day,ψ(x)max is the climatolog-
ical signal coincident in time withϕ(x)max, ψ(x)min is the
climatological signal coincident in time withϕ(x)min, and
ψ(x, t) is the climatological signal. The first term (in brack-
ets) serves to shift the climatological mean to the expected
value for that day whereas the second term serves to scale
the amplitude of the signal. It is important to note that this
procedure is not a strict interpolation routine where the esti-
mates go through all of the measurement points, but rather a
procedure to fit the measurements using the scaled climatol-
ogy signal.

Using the climatological signal for air temperature and hu-
midity, the interpolation procedure extracts the most avail-
able information regarding the dynamic range measured by
MODIS or AIRS for a given day. However, limitations
of the MODIS measurements during cloudy conditions dic-
tate the need for an adaptive approach that adjusts when
fewer than two satellite observations are available for use
in Eq. (2). When one or fewer measurements are available,
the reference-level state of interest is assumed equal to either
the clear or cloudy model-derived climatological estimate de-
pending on the cloud conditions for the day. When two or
more measurements are available, the complete interpolation
equation shown in Eq. (2) is used.

Figure 1a shows a representative example of a MODIS-
derived near-surface air temperature timeseries at a given lo-
cation with four available satellite measurements on 5 Oc-
tober 2003 in Universal Time Coordinates (UTC) where the
climatological mean overestimates the measurements. Fig-
ure 1b shows a similar case on 10 October 2003 except that
the climatological mean underestimates the measurements.
Ground-based measurements from the Oklahoma Mesonet
(Brock et al., 1995) coincident in space with the MODIS
measurements are included as evidence of the feasibility of
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Fig. 1. Example diurnal interpolations of MODIS reference-level
air temperature on(a) 5 October 2003 and(b) 10 October 2003 us-
ing monthly climatology estimates for use in the longwave module
for a location near the middle of the study domain shown in Fig. 2.
The available MODIS observations (circles) and hourly-averaged,
ground-based Oklahoma Mesonet observations (triangles) are in-
cluded for reference.

the approach. It is important to note that while the diur-
nal interpolation procedure will invariably introduce error
into the reference-level state estimates, the use of such a fit-
ting procedure (rather than strict interpolation) may alleviate
some of the random error in the original satellite-based mea-
surements. Mesonet observations (ground-truth) included in
Fig. 1 help illustrate some of the error present in the satellite-
based temperature measurements and how application of the
fitting procedure can result in reasonable agreement with
ground-based observations. Note how the procedure not only
adjusts for bias in the satellite measurements but also adjusts
the amplitude of the diurnal signal accordingly.

3.2 Shortwave formulation

Similar to previous solar insolation models (e.g. Lee and
Margulis, 2007a; Gautier et al., 1980), the model presented
here employs a single column plane-parallel atmosphere
conceptualization at each pixel with clear and cloudy-sky
equations depending on the presence or absence of clouds.
The two-stream approximation parameterises the effects of
Rayleigh and aerosol scattering, diffuse reflected radiation,
water vapour and ozone absorption, cloud reflectance and
absorption, surface reflection, and multiple reflections be-
tween the cloud base and ground surface. The model pre-
sented here advances the original Lee and Margulis (2007a)
model via inclusion of dynamic blue-sky albedo, diffuse re-
flected radiation during cloudy-sky conditions, improved wa-
ter vapour measurements, and a slightly modified param-
eterisation of ice-phase cloud effects associated with large
hydrometeor sizes. Additionally, the model presented here
utilises a variety of alternative (e.g. MODIS albedo) and up-
dated (e.g. VISST) satellite-based inputs, which are of higher
resolution in space and time and derived from different in-
ference schemes. These modifications resulted in a reduc-
tion of more than 50% of the uncertainty in Lee and Mar-
gulis (2007a) when compared against independent, ground-
based measurements. Furthermore, the model testing in Lee
and Margulis (2007a) was only for a one-month period. The
model testing conducted here, as will be discussed further, is
for a 14-month period, which includes investigation of sea-
sonality effects.

The formulation describing downwelling shortwave radia-
tion may be written concisely as:

R↓
sw(x, t) =

{
Rswoτsw(1 + Aαdif) clear−sky
Rswoτsw(1 + Aαdif)

(1−rc−ac)
(1−rc ac)

cloudy−sky
(3)

whereR↓
sw(x, t) is the downwelling broadband shortwave

flux at the Earth’s surface as a function of space(x) and time
(t),Rswo is the top-of-atmosphere (TOA) incoming flux,τsw
is the composite shortwave transmissivity representing at-
tenuation by clear-sky absorption and scattering,Aαdif rep-
resents the backscattered contribution,αdif is the contribu-
tion of diffuse radiation based on the methods of Lee and
Margulis (2007a) which used approximations found in Coul-
son (1959),A is the blue-sky broadband surface albedo,rc
is the cloud reflectance, andac is the cloud absorptance.
Though not explicitly shown, all of the variables on the right-
hand side of Eq. (3) are dependent on space(x) and time(t).

The composite transmissivity is composed of a multiplica-
tive series of physically-based attenuation coefficients and
may be expressed as:

τsw = (1 − αas)(1 − αrs)(1 − αwv)(1 − αO3,vis)(1 − αO3,uv) (4)

whereαas is the aerosol scattering coefficient,αrs is the
Rayleigh scattering coefficient,αwv is the water vapour
absorption coefficient,αO3,vis is the ozone absorption
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coefficient in the visible spectrum, andαO3,uv is the ozone
absorption coefficient in the ultraviolet spectrum. Each coef-
ficient shown in the right hand side of Eq. (4) varies between
0 and 1 and is a function of space(x) and time(t). Equa-
tion (4) assumes aerosol absorption is negligible relative to
aerosol scattering.

3.2.1 Shortwave parameterisations

Descriptions of many of the shortwave cloudy-sky and clear-
sky parameterisations are omitted for brevity because a dis-
cussion is already found in Lee and Margulis (2007a). How-
ever, details on the modified parameterisations made in the
updated model are provided here. For example, seasonal evo-
lution of blue-sky albedo is included through use of MODIS
data. Blue-sky albedo is parameterised as a linear combi-
nation of both black-sky albedo,̄A, and white-sky albedo,
Â. Estimates ofĀ and Â utilise the MODIS-derived land
surface albedo product. The blue-sky albedo is then cal-
culated in a manner analogous to Privette et al. (2004) ex-
cept that the ratio of diffuse skylight relative to total sky-
light has been replaced by the aerosol scattering attenuation
coefficient thereby making aerosol scattering a surrogate for
all diffusive processes. This simplification is justified since
aerosol scattering tends to dominate diffusive interactions be-
low the Rayleigh atmosphere in the absence of clouds (Coak-
ley et al., 1983). In the presence of optically thick clouds,
however, diffuse reflected radiation is insignificant relative
to cloud attenuation and scattering processes. Additionally,
a modified parameterisation for the scattering and absorption
of shortwave radiation by ice-phase clouds was implemented
due to problems associated with large hydrometeor sizes. It
was found that the original parameterisation of Liou (1992),
which was apparently derived for effective hydrometeor sizes
up to 100µm, produced physically unrealistic (i.e., nega-
tive) scattering and absorption coefficients for hydrometeor
sizes greater than 132µm. Since the change in scattering
and absorption by ice-phase clouds is relatively small for hy-
drometeor sizes greater than 120µm, an upper threshold of
132µm was assigned to all ice-phase hydrometeors greater
than this threshold value. Comparisons against independent
ground-based measurements (results not shown) demonstrate
that this modified parameterisation produced physically real-
istic radiative fluxes in the presence of ice-phase clouds with
large hydrometeor sizes without significant loss to radiative
flux accuracy.

4 Model application

The area selected for the model application in this study is
the Southern Great Plains (SGP) of the United States (Fig. 2)
and covers a 10-degree by 10-degree spatial domain. SGP
is found in the middle of the United States and, for the most
part, includes the states of Nebraska, Kansas, Oklahoma, and

Fig. 2. Southern Great Plains (SGP) domain used in this study as
delineated by the thick black line. The dots represent ARM SIRS
ground-based measurement locations used for statistical compar-
isons whereas the filled dots represent station locations used for in-
dividual station comparisons in Figs. 5 and 6.

Texas. The SGP are comprised predominantly of grasslands,
pasture lands, scrublands, and agricultural croplands. There
is a strong west-east precipitation gradient with an eastward
increase in annual precipitation (Sharif et al., 2007). The
vegetation gradient follows a similar eastward trend of in-
creasing vegetation water content and leaf area index (Pan et
al., 2008). The area was chosen because: 1) the relatively
homogenous domain allows for the treatment of a satellite
pixel field-of-view (order of kilometers) as a homogeneous
region, 2) the relatively flat terrain allows for the treatment
of radiative fluxes incident upon a horizontal surface, 3) the
wealth of ground-based measurements in the area allows for
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point-scale comparisons of the satellite-derived model esti-
mates, and 4) SGP serve as a useful proof-of-concept region
for model development.

Ground-based stations available for model comparison are
the Solar Infrared Radiation Stations (SIRS) operated by the
ARM program. The presence of SIRS measurements (shown
as dots in Fig. 2) allows for model comparison across a 5-
degree by 5-degree domain throughout the diurnal cycle.
Differences between the point-scale measurements and the
pixel-scale model results are inevitable with this approach.
However, these scale differences are minimised in the rel-
atively flat and homogeneous terrain. Comparison against
SIRS measurements provides useful guidance as to the qual-
ity of the model results and can help identify systematic er-
rors.

Comparison against the satellite-based Shortwave Radia-
tion Budget (SRB) product (Pinker et al., 2003) as well as
the model-based downwelling longwave radiation product
from the North American Land Data Assimilation System
(NLDAS) (Cosgrove et al., 2003) is also performed for ref-
erence. The SRB product is based on geostationary mea-
surements and is essentially the NLDAS shortwave product.
While satellite-based estimates of shortwave radiation (i.e.,
SRB) are available, no satellite-based estimates of down-
welling longwave radiation in North America on an hourly
timescale are readily available for comparison. Rather, the
NLDAS longwave product (herein referred to as NLDAS-
LW), which is largely based on Eta Data Assimilation Sys-
tem (EDAS) model output, is used for comparison. Clouds
and the Earth’s Radiant Energy System (CERES) (Wielicki
et al., 1998) and International Satellite Cloud Climatology
Project (ISCCP) based longwave flux (Gupta et al., 1992)
products are available for comparison; however, the temporal
resolutions of the once-daily and three-hourly products, re-
spectively, were considered too coarse for comparison. Sub-
hourly estimates of downwelling shortwave (Geiger et al.,
2008) and downwelling longwave (Trigo et al., 2007) ra-
diation are available from the Satellite Application Facility
for Land Surface Analysis, but coverage only includes Eu-
rope, Africa, the Middle East, and portions of South Amer-
ica. These products would be useful in a global application,
but are not applicable in this current study within the SGP
domain.

A simulation period of 14-months from 1 August 2003
through 30 September 2004 was selected for this study.
These dates were chosen to best yield coincident satellite-
based inputs from the VISST, MODIS, and AIRS products.
Furthermore, it was desirable to model a minimum of one
annual cycle in order to investigate seasonality effects on
the modelled radiative fluxes. While some data gaps do ex-
ist during this period (e.g. 9-day period starting 1 Decem-
ber 2003 where VISST data was unavailable), these tempo-
ral gaps were minimised while simultaneously preserving a
continuous investigation period.

5 Results and discussion

A variety of analyses were conducted to assess model per-
formance, including qualitative assessment of spatially dis-
tributed results as well as quantitative comparison against
point-scale measurements. Despite significant differences in
scale, comparison against SIRS measurements is deemed the
most accurate method for model assessment. The use of SRB
and NLDAS-LW products allow for better comparisons of
model results across large spatial scales. Since all satellite-
based products contain error, SIRS continues to serve as
the ground-truth while comparison against both SRB and
NLDAS-LW is highlighted to assess the ability of the model
to yield spatially explicit estimates of downwelling radiation
relative to existing products.

5.1 Spatially distributed estimates

Qualitative assessment of model output begins with investi-
gation of instantaneous radiative fluxes distributed across the
study domain. Figure 3 shows a representative example of
instantaneous model output near local solar noon on 19 Au-
gust 2004 and includes plots of some VISST-related state in-
formation. For reference, Fig. 3a and b shows VISST inputs
of effective cloud temperature and hydrometeor size, respec-
tively. Effective cloud temperature is used to derive cloud
base temperature for subsequent use in the longwave module
whereas hydrometeor size is needed in the shortwave mod-
ule. The white (or clear) areas in Fig. 3a and b in the south-
western portion of the domain indicate cloud absence.

The influence of clouds on downwelling longwave radia-
tion is clearly seen in Fig. 3c. The plot in Fig. 3a shows the
effective cloud temperature that is used in conjunction with
the cloud base elevation and the assumed lapse rate to derive
cloud base temperature. Amplified longwave signals are ob-
served when warm clouds with relatively large emissivities
are present. The largest longwave fluxes are found in regions
with low-lying clouds overlying warm air in the sub-cloud
region. The mere presence of clouds, however, does not nec-
essarily equate to amplified longwave radiation. Rather, the
cloud base temperature, which is highly dependent on cloud
base elevation, coupled with cloud water content, which de-
termines the cloud emissivity, dictates the amount of long-
wave amplification associated with cloud presence. An ex-
ample of such behaviour is seen in the northern portions
of the domain where clouds are present, but have little im-
pact on the downwelling longwave radiation because they are
thin, high-level clouds with relatively little water content.

The influence of clouds on shortwave radiation is clearly
seen in Fig. 3d. Note how the thin, high-level clouds in the
northern regions of the domain have a smaller impact on so-
lar radiation attenuation compared to the thicker ice-phase
clouds found in the middle of the cloud system. These dif-
ferences in column-integrated cloud structure result in differ-
ences in cloud optical thickness that subsequently modulate
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Fig. 3. Instantaneous fields near local solar noon on 19 August
2004 showing(a) VISST-based effective cloud temperature,(b)
VISST-based effective cloud hydrometeor size,(c) model estimated
downwelling longwave radiation,(d) model estimated downwelling
shortwave radiation,(e)NLDAS-derived downwelling longwave ra-
diation, and(f) SRB-derived downwelling shortwave radiation.

the downwelling shortwave radiative flux. In addition, the ar-
eas without cloud cover experience the greatest amount of so-
lar insolation since no cloud-related attenuation takes place.

An example of the ability of the model to estimate down-
welling radiative flux fields throughout the diurnal cycle as a
cloud system evolves is shown in Fig. 4 where longwave ra-
diation is shown on the left and shortwave radiation is shown
on the right. Each row of subplots represents a different
hour of the day in Universal Time Coordinates (UTC) rang-
ing from about four hours before local solar noon (top), near
local solar noon (middle), and about four hours after local
solar noon (bottom). As the day progresses, the cloud sys-
tem migrates and evolves in a complex and dynamic fash-
ion. Due to the explicit inclusion of cloud conditions via use
of the VISST product, the radiation model is able to cap-
ture these dynamics to yield physically consistent radiative
fluxes across space and time. Furthermore, explicit account-
ing of cloud conditions couples the shortwave and longwave
fluxes in an intuitive manner (i.e. regions of thick, low-lying
clouds that attenuate shortwave concurrently amplify long-
wave fluxes).

Fig. 4. Example of model output for downwelling longwave (a,
c, ande) and shortwave (b, d, andf) radiation fields on 19 August
2004 at times 14:45 UTC, 18:45 UTC, and 22:45 UTC, respectively.

5.2 SRB and NLDAS-LW comparisons

The plots shown in Fig. 3c and d as well as Fig. 4 appear
consistent from a physical standpoint, but are only useful for
purposes of qualitative discussion because none of the fields
can be completely compared to (or verified by) ground-based
observations. However, these plots can at least be qualified
via comparison to other spatially distributed radiation prod-
ucts to ensure reasonable spatial distribution of the estimated
fluxes. A qualitative comparison of the NLDAS-LW (avail-
able at 0.125-degree resolution) and SRB (available at 0.5-
degree resolution) products near local solar noon is provided
in Fig. 3e and f, respectively.

Differences between longwave estimates are pronounced
because NLDAS-LW does not always reproduce features as-
sociated with dynamic cloud systems. The spatial distribu-
tion of the computed longwave flux in Fig. 3c is consis-
tent with the cloud structure as measured by VISST. The
NLDAS-LW product in Fig. 3e, on the other hand, is based
on atmospheric model output that does not always accu-
rately predict cloud conditions (Cosgrove et al., 2003). As
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Fig. 5. Instantaneous modelled (black line) and measured (trian-
gles) longwave fluxes as well as instantaneous modelled (grey line)
and measured (circles) shortwave fluxes for stations E13, E12, and
E10 shown in (a, b, andc), respectively, during clear-sky condi-
tions on 15 September 2003. Example stations E13, E12, and E10
are marked as black dots in Fig. 2 moving from west to east, respec-
tively.

a result, the longwave radiative fluxes are underestimated
in the northwestern portion of the domain where significant
cloud cover is present. The NLDAS-LW product does an
excellent job of producing climatologically consistent esti-
mates of longwave fluxes, but lacks specificity on the dy-
namics of evolving cloud systems across space and time.

The SRB product (which essentially comprises the NL-
DAS shortwave product) is shown in Fig. 3f. SRB accounts
for the spatial distribution of clouds via use of GOES in-
puts. Spatial correlation between the computed shortwave

fluxes in Fig. 3d and the SRB product shown in Fig. 3f is
significant. This is not too surprising considering both esti-
mates are partially derived from the same GOES measure-
ments. The differences in spatial resolution (∼4 km versus
∼50 km) demonstrate the ability of the model presented here
to capture much of the fine detail while at the same time pre-
serving the large-scale features found in the SRB product.
The strong agreement between the shortwave module output
and the SRB product, which is derived from a much more
sophisticated retrieval algorithm, suggests the model formu-
lation and overall modelling approach presented here is ap-
propriate and can reasonably yield distributed estimates of
downwelling shortwave radiation on hourly timescales, mak-
ing them useful for land surface and/or hydrologic modelling
applications.

A final point has to do with the physical consistency of the
radiative fields. The model results shown in Fig. 3c and d
are coupled (physically consistent) since they use the same
cloud estimates as inputs. The SRB and NLDAS-LW prod-
ucts (which comprise the total downwelling radiative flux
provided in NLDAS) are created independently from one
another. With explicit accounting of cloud conditions for
only the SRB product, the NLDAS longwave and shortwave
fluxes are potentially physically inconsistent, and as such,
the accuracy of the combination of the two can be degraded
when significant cloud cover is present.

5.3 Individual station point-scale comparisons

In addition to the qualitative assessment of the spatially dis-
tributed model output, a quantitative assessment comparing
model results to all available SIRS ground-based measure-
ments was performed. Model output was first collocated in
space and time against SIRS. The SIRS data was carefully
reviewed for quality control prior to model comparison, and
only station recordings available throughout the entire day
were used. Depending on SIRS availability, the number of
stations ranged from as few as nine stations to as many as
22 for any given day over the 14-month period. SIRS data is
available as one-minute averages, which are used for compar-
ison against instantaneous model output. The estimated SIRS
measurement uncertainties are approximately 15 W m−2 for
shortwave and 6 W m−2 for longwave (Dutton et al., 2001).

Figure 5 shows representative instantaneous model results
as a function of time in UTC for three example SIRS loca-
tions on 15 September 2003, which was a day with little or no
cloud coverage in the SIRS measurement domain. The three
stations are located near the Kansas-Oklahoma border and
are highlighted as the black dots in Fig. 2. During clear-sky
conditions, the model compares well against downwelling
longwave and shortwave radiation measurements via SIRS.
The distance spanned by the stations is large enough that
cloud systems could exert substantial differences in radiative
fluxes at the three locations; however, in the absence of cloud
cover, the radiative fluxes are nearly identical (Fig. 5). The
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shortwave signal is well reproduced in terms of both magni-
tude and timing. This is not surprising as modelling clear-sky
solar insolation is relatively straightforward as compared to
when clouds are present. The longwave signal is also well
represented with small errors present at station E13 (Fig. 5a)
near dusk as well as a small positive bias at the three station
locations. The small nighttime gap in the modelled estimates
between 07:45 and 10:15 UTC is associated with a system-
atic gap in the VISST inputs and occurs at all locations on
most simulated days.

During cloudy-sky conditions, the model still performs
well, but increased variability arises due to the modulation
of the radiative flux fields by cloud cover. Figure 6 dis-
plays representative results from the same three stations on
29 September 2003 during which a large-scale cloud sys-
tem moved into the SGP domain. It is clearly seen that the
presence of clouds serves to both attenuate shortwave radi-
ation and amplify longwave radiation and that the influence
of clouds can be significant over the relatively short spatial
scales spanned by the stations. The plots shown in Fig. 6 il-
lustrate the impact of clouds on downwelling radiation (note
the jump in longwave radiation coincident with the drop in
shortwave radiation shown in Fig. 6c) and the value added
by incorporating cloud conditions. The model estimates for
this example are able to reasonably capture the spatial and
temporal variability in the observed fluxes.

The plots shown in Fig. 6 also illustrate the added vari-
ability (and complexity) in modelling radiative fluxes in the
presence of clouds. The magnitudes of shortwave radiation
are reasonably reproduced at the station locations, but the
timing in the variability of the shortwave signal does not ex-
actly reproduce the ground-based measurements. This is a
small disparity, but disagreements between satellite inputs
and ground-based measurements can often arise due to scale
difference, satellite measurement errors, and other sources
of uncertainty. Additional errors shown in Fig. 6 include the
positive bias seen in the modelled longwave flux estimates
due to limited availability of near-surface atmospheric state
information from the remote sensing data. In particular, the
MODIS sensors cannot penetrate cloud coverage, and as a re-
sult, do not provide information at the time of satellite over-
pass where clouds are present. In some cases of large-scale
cloud systems, such as that experienced on 29 September
2003 when one or fewer satellite measurements are available
in certain areas due to cloud cover and satellite overpass po-
sitioning, the diurnal interpolation algorithm resorts to only
using the monthly-derived diurnal climatological lookup ta-
ble to yield state estimates for the day. The monthly-derived
climatological signals are most representative of conditions
found near the middle of the month, which in this particular
example yielded much warmer temperatures found in mid-
September than found in late-September. Hence, the over-
estimation of reference-level air temperatures in the climato-
logical lookup table likely explains the positive bias seen in
the downwelling longwave radiation for this particular day.

Fig. 6. Same as Fig. 5, but for cloudy-sky conditions on 29 Septem-
ber 2003.

Future applications could attempt to use a more refined (e.g.
weekly or daily) climatological signal.

5.4 SIRS network-wide comparisons

The individual station comparisons discussed in the previous
section showed the ability of the model to reproduce mea-
sured results at a fine-scale in both space and time. Similarly,
a network-wide comparison for a given day can help charac-
terize model accuracy across larger spatial domains. To this
extent, timeseries from all available SIRS stations (ranging
between 9 and 22) for a given day were compared against
collocated model output using statistical metrics (i.e., mean
difference (MD), root mean square difference (RMSD), and
Pearson correlation coefficient (ρ)) computed for the entire
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Fig. 7. Hourly-averaged observations and model results during
clear-sky conditions showing(a) downwelling longwave radiation
and(c) downwelling shortwave radiation on 15 September 2003 in
Universal Time Coordinates (UTC). Model results were aggregated
to hourly values and 0.125-degree resolution for longwave and 0.5-
degree spatial resolution for shortwave in order to match NLDAS-
LW and SRB, respectively. The circles represent the mean across
the 21 station locations whereas the upper-/lower-limits represent
the range. Statistics for mean difference (MD), root mean square
difference (RMSD), and correlation coefficient (ρ) computed with
the mean value of the 21 available stations are included with each
subplot. Scatter plots for longwave and shortwave are shown in(b)
and(d), respectively.

14-month simulation period. In addition, a comparison of the
SRB and NLDAS-LW products to the same SIRS measure-
ments in space and time is made for reference. In order to
compare the model with SRB at the same spatial and tempo-
ral scale, the shortwave estimates were aggregated in space
(from ∼4 km to ∼50 km) and time (from∼half-hourly to
∼hourly) in order to match the scales found in the SRB prod-
uct. Similarly, the longwave estimates were aggregated in
space (from∼4 km to∼12 km) and time (from∼half-hourly
to ∼hourly) to match the NLDAS-LW product. Averaging
the shortwave results from instantaneous to hourly output in-
cluded normalisation by the mean solar zenith angle for that
hour. In addition, the one-minute SIRS measurements were
averaged to one-hour intervals accordingly.

Figure 7 shows a representative clear-sky example of the
comparison between model estimates and ground observa-
tions for the entire SIRS network on 15 September 2003
when measurements from 21 different stations were avail-
able for comparison. As is clearly seen, both the longwave
and shortwave modules reproduce the ground-based mea-
surements well and are well correlated across space and time.
The lack of spread in each boxplot indicates little variability
across the measurement domain on this day. This is because
the temperature and humidity (influencing longwave) as well
as optical thickness (influencing shortwave) of the overlying
atmosphere are relatively consistent across space within the

Fig. 8. Same as Fig. 7, but for cloudy-sky conditions on 29 Septem-
ber 2003 measured at 22 stations locations.

measurement domain. Since few clouds are present in the
area, little variability in the radiative fluxes occurs. Further-
more, clear-sky conditions offer the opportunity for MODIS
sensors to collect near-surface atmospheric state information
(i.e., temperature and humidity), which can be then be used
during the diurnal interpolation procedure to yield reasonable
estimates of air temperature and humidity.

During cloudy-sky conditions, the model continues to per-
form well, but with more variability associated with the
modulation of the radiative fluxes by the overlying clouds.
Figure 8 shows an example of model performance during
cloudy-sky conditions on 29 September 2003. As expected,
the presence of clouds adds a significant amount of variabil-
ity (and uncertainty) across the measurement domain demon-
strated by the spread in the boxplots. The longwave mod-
ule performance, for example, suffers due to the presence
of clouds and is due to two main factors: 1) clouds in-
troduce significant variability in the downwelling longwave
flux, which adds complexity to the modelling efforts, and 2)
the cloud coverage prevents the MODIS sensor from mea-
suring the near-surface states, which limits the amount of
information available for the longwave module to utilise in
the diurnal interpolation algorithm. The use of AIRS mea-
surements helps overcome some of the limitations associated
with this second issue. However, the limited swath width
of AIRS relative to MODIS coupled with the fact that AIRS
has a maximum of two SGP overpasses per day to a maxi-
mum of four SGP overpasses per day for MODIS severely
limits the amount of measurement information available for
use in the longwave module. The shortwave module perfor-
mance is also degraded during the presence of clouds. How-
ever, despite the increase in values in the error statistics, the
shortwave module continues to perform well relative to other
satellite-based models (e.g. Meetschen et al., 2004; Pinker et
al., 2003) because it depends mostly on the cloud data and
does not depend on the data sources required by the long-
wave module.
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Analysis of model performance over the entire 14-month
simulation period is shown in Table 2 where spatially-
aggregated, hourly-averaged model results are compared
against all available SIRS measurements. NLDAS-LW and
SRB comparisons are also included for reference. The
model compares favorably with the SIRS measurements at
an hourly timescale during all-sky conditions. MD val-
ues are−2 and−7 W m−2 with RMSD values equal to 21
and 29 W m−2 for the longwave and shortwave module, re-
spectively. The modelled shortwave RMSD via compari-
son to SIRS measurements is less than 73% of that found
in the SRB product. It is worthwhile mentioning that the
computed RMSD statistics for SRB are significantly lower
than those shown in Pinker et al. (2003) and Lee and Mar-
gulis (2007a). Obvious errors in SRB (e.g. zeros/gaps near
local solar noon) were excluded prior to computing statistics,
as these gaps were often associated with missing GOES in-
puts. The VISST product (and hence the shortwave module)
often experienced these same gaps. In addition, missing val-
ues in the SRB product that occurred when the solar zenith
angle was near 90 degrees (i.e., near the horizon) were also
excluded from the statistical investigation because of a cloud
detection limitation in SRB. Finally, computed Pearson cor-
relation coefficients shown in Table 2 provide insight to the
temporal correlations between the modeled estimates and the
ground-based observations. The shortwave module is almost
perfectly correlated with the observations. The longwave
module, on the other hand, has a relatively low correlation
as compared to the NLDAS-LW estimates. This relatively
low correlation is largely due to problems associated with
the diurnal interpolation algorithm in the presence of cloud
cover as discussed above.

When total downwelling radiation (downwelling LW plus
downwelling SW) is investigated, advantages to the implic-
itly coupled approach in our model are readily apparent. In
comparing the modeled downwelling radiation to the com-
bined NLDAS-LW/SRB product, the hourly mean difference
is the same between the two estimates (can be seen in Ta-
ble 2) and hourly RMSD is slightly less, but similar in magni-
tude (results not shown). The similar overall errors in down-
welling radiation result from compensating effects in LW and
SW fluxes (i.e. smaller errors in SW with larger errors in
LW). However, we argue our model results are more phys-
ically consistent in cloudy conditions due to the consistent
cloud inputs used. Correlations between daytime-averaged
LW and SW fluxes were computed for cloudy days for the
SIRS data, our model, and the combined NLDAS-LW/SRB
fluxes. During cloudy-sky conditions over the 14-month sim-
ulation period the Pearson correlation coefficient between the
SW and LW SIRS observations is−0.10. The negative corre-
lation in the presence of clouds is expected and results from
the attenuation of SW fluxes with simultaneous amplifica-
tion of LW fluxes. When the same analysis is done on our
model results, the correlation was found to be−0.07, which
closely agrees with the SIRS value. However, the correla-

Table 2. Hourly-averaged statistics of mean difference (MD), root
mean square difference (RMSD), and Pearson correlation coeffi-
cient (ρ) using aggregated model results relative to hourly-averaged
ARM SIRS ground-based measurements for the period of August
2003 through September 2004. Statistics for NLDAS-LW and SRB
are included for reference. A total of 22 stations were used in the
comparison.

Metric Units LW NLDAS-LW SW SRB

MD [W m−2] −2 −5 −7 14
RMSD [W m−2] 21 15 29 40
ρ [−] 0.68 0.86 0.99 0.98

LW = Longwave; SW = Shortwave.

tion between fluxes in cloudy conditions for the combined
NLDAS-LW/SRB product was found to be 0.37. The better
agreement between the model correlation and the SIRS cor-
relation (in both magnitude and sign) is additional evidence
as to the improved physical consistency resulting from our
model formulation.

Table 3 shows further details on model performance as
a function of season and cloud cover type (e.g. clear- and
cloudy-sky conditions). Clear-sky conditions are arbitrarily
defined when less than one-third of the measurements at a
given SIRS location during the course of a day coincide with
cloud presence. Analogously, cloudy-sky conditions are de-
fined when at least one-third of the measurements at a given
location coincide with cloud presence. As expected, both
the longwave and shortwave modules perform significantly
better during clear-sky conditions compared to cloudy-sky
conditions. RMSD values increase during all seasons when
cloud cover is present. This increase is moderate in most
cases, but it is evident that the impact of clouds adversely
affects estimate certainty. The shortwave correlation coef-
ficient remains more or less unaffected by the presence of
cloud cover. The longwave correlation coefficient, however,
shows significant degradation with cloud cover. This de-
crease in correlation during cloudy-sky conditions is strongly
related to the presence of frontal systems associated with the
movement of northern cold fronts moving, in general, from
the northwest to the southeast. With the exception of convec-
tive storm events, much of the cloud cover in the SGP is asso-
ciated with the confluence of cold air from the north mixing
with warm air from the south. During these situations, the
typical diurnal temperature signal used in the MODIS/AIRS
interpolation routine is not accurate. For example, often the
morning air temperatures will be warmer than afternoon air
temperatures on days with cold fronts migrating through the
domain. The diurnal interpolation scheme will always yield
an estimate with the same basic shape as the original cli-
matological signal with varying degrees of scaling taking
place depending on the satellite measurements. Therefore,
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Table 3. Hourly-averaged statistics during clear-, cloudy-, and all-sky conditions using aggregated model results relative to hourly-averaged
ARM SIRS ground-based measurements.

Period Model Conditions MD [W m−2] RMSD [W m−2] ρ[−]

Full

LW
All-sky −2 21 0.68
Clear-sky 4 17 0.83
Cloudy-sky −4 23 0.59

SW
All-sky −7 29 0.99
Clear-sky −2 24 1.0
Cloudy-sky −9 31 0.99

JJA

LW
All-sky −8 19 0.69
Clear-sky −10 15 0.87
Cloudy-sky −7 20 0.60

SW
All-sky −1 30 0.99
Clear-sky 4 26 1.0
Cloudy-sky −3 32 0.99

SON

LW
All-sky 4 18 0.77
Clear-sky 5 16 0.88
Cloudy-sky 3 20 0.68

SW
All-sky −4 23 0.99
Clear-sky 3 20 1.0
Cloudy-sky −8 27 0.99

DJF

LW
All-sky 7 25 0.50
Clear-sky 20 23 0.74
Cloudy-sky 1 26 0.39

SW
All-sky −27 37 0.98
Clear-sky −23 30 1.0
Cloudy-sky −30 41 0.97

MAM

LW
All-sky −5 23 0.69
Clear-sky 6 15 0.79
Cloudy-sky −12 27 0.63

SW
All-sky −3 26 0.99
Clear-sky −2 24 1.0
Cloudy-sky −3 27 0.98

LW = Longwave; SW = Shortwave; JJA = June/July/August; SON = September/October/November; DJF = December/January/February;
MAM = March/April/May.

the interpolated MODIS and/or AIRS timeseries will always
contain some degree of a diurnal signal with warmer after-
noon temperatures relative to the early morning tempera-
tures. During cold front arrival, this can have a deleterious
impact on the longwave estimates and corresponding statis-
tics. This effect is demonstrated in Table 3 during the winter
months of December, January, and February (DJF) when the
temporal correlation during cloudy-sky conditions is lowest
amongst all the simulation periods. Table 3 clearly demon-
strates that cloud cover has a dramatic impact on shortwave
radiation uncertainty as well as downwelling longwave flux.
For longwave fluxes, an accurate estimate of near-surface air
temperature, which is complicated by cloudy-sky conditions,
is required for accurate estimation of downwelling longwave
flux.

Further evidence of the relative importance of cloud cover
on radiative flux uncertainty is shown in Fig. 9. Note that
both the longwave and shortwave flux uncertainty increases
more or less linearly with increasing cloud cover. The vari-
ability, and hence uncertainty, of both radiative fluxes is
strongly modulated by the presence of clouds with longwave
fluxes being impacted to a slightly lesser degree (see Fig. 6
as an example). This is a clear indication that accurate es-
timation of downwelling radiative fluxes during cloudy-sky
conditions is highly dependent on the available cloud infor-
mation, and that a reduction in uncertainty in downwelling
radiative flux fields depends on the accurate characterisation
of cloud conditions.
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Fig. 9. RMSD for (a) longwave (LW) and(b) shortwave (SW) radi-
ation using temporally- and spatially-aggregated model results as a
function of cloud cover. Each data point represents hourly-averaged
results over the course of an entire day. The solid dark lines repre-
sent simple linear regressions through the data.

6 Conclusions

A cloud-coupled model of downwelling longwave and short-
wave radiation that solely utilises readily-available satellite-
based products is presented and demonstrates consider-
able skill at reproducing ground-based measurements in the
Southern Great Plains (SGP) region of the United States.
The physically-based, bulk formulations enable the usage
of many different satellite-derived atmospheric states and
land surface parameters while maintaining a simple and
computationally efficient form. When compared against
a readily available, satellite-based estimate of solar inso-
lation (Pinker et al., 2003), the shortwave module com-
pares favorably and yields estimates at a finer scale in both
space and time while simultaneously reducing uncertainty.
When compared against an advanced downwelling longwave
product (Cosgrove et al., 2003), the longwave module pro-
duces more physically consistent results (in concert with
shortwave fluxes) during cloudy-sky conditions (albeit with
higher RMSD), produces comparable amounts of uncertainty
during all-sky conditions, and yields estimates at finer scales
in space and time. The longwave and shortwave modules
produce implicitly coupled (and hence more physically con-
sistent) results via explicit accounting of cloud conditions in
both flux fields. For the reference products examined here,
only the SRB product explicitly accounts for cloud condi-
tions, which effectively decouples the NLDAS-LW and SRB

products allowing for the potential of physical inconsistency
in the radiative fields. It is hypothesized that the improved
physical consistency could add benefit when the model is ap-
plied in a data assimilation scheme. The coupled radiative
fields generated by the model presented here could be used
as high-resolution (in space and time) forcing fields in dis-
tributed hydrologic and land surface modelling applications
in an effort to yield a more accurate representation of the land
surface hydrologic response.

These initial results are encouraging, and the findings sug-
gest this model formulation is reasonable for application in
the SGP. However, it is also important to state the model
shortcomings and how future model developments could lead
toward improved estimates of downwelling radiative fluxes.
For example, the VISST cloud product (and hence the ra-
diation model) does not account for layered clouds. Dur-
ing instances of layered clouds, VISST likely yields cloud
property estimates from the upper-most cloud layer (i.e., that
most visible by the satellites). This is a potential source of
negative bias during cloudy conditions in the longwave mod-
ule because the low-level clouds are blocked from view by
the upper-level clouds, and as a result, the cloud temperature
information in VISST is presumably colder than the cloud
temperature found in the lower elevation clouds. As a re-
sult, the amount of longwave radiation estimated to emanate
from the cloud base is presumably lower than that found in
reality. Additional shortcomings in the longwave module, as
mentioned earlier, include inappropriate temporal interpola-
tion of reference-level atmospheric states during the passing
of large-scale cold fronts, as well as an inability to accurately
model surface inversions. Future work could investigate use
of a different basis function for the interpolation scheme that
may be more appropriate for the actual conditions experi-
enced on a particular day (e.g. from a climate model fore-
cast) compared to a climatological basis function. Finally, it
has been shown that the longwave formulation used in this
model performs poorly for air temperatures below freezing
(Satterlund, 1979), which can be quite common during the
winter in the northern regions of SGP. The shortwave mod-
ule demonstrated more skill than the longwave module, but it
too could be improved, especially in the treatment of radia-
tive fluxes through optically-thick clouds. Additional test-
ing should also be performed in areas of different climate
regimes and/or with more complex terrain.

While the radiation model could be improved, the fact that
it performed well in spite of its relatively simple framework
is an encouraging first step. This work has demonstrated
that a simple bulk data-driven parameterisation is effective
so long as the satellite-based inputs used in the model are ac-
curate and can effectively represent the required atmospheric
states and land surface parameters. The simple (and compu-
tationally efficient) form of this model is by design, and is in-
tended for use in an ensemble-based data assimilation frame-
work. Such an approach, which is presented in a follow-
on study, is an advance over more traditional methods of
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Fig. A1. Example climatological signals near the middle of the
study domain during September for clear-sky (solid) and cloudy-
sky (dashed) reference-level temperature and humidity shown in(a)
and(b), respectively.

generating an ensemble where a nominal estimate is typically
perturbed using additive normal or multiplicative lognormal
noise. The traditional approach generally assumes spatially
uniform (or correlated) errors across the domain. This type
of error formulation does not account for heterogeneity in
the error structure, most notably associated with clear- ver-
sus cloudy-sky regions, nor does it account for correlated er-
rors associated with regional climatologies. The approach we
take in our follow-on paper considers these different sources
of error by accounting for cross correlations between errors
and their spatial correlations. Shortcomings of the model pa-
rameterisations and errors present in the satellite-based in-
puts can be addressed through this framework via inclusion
of parameter and input error and assimilation of estimates
of downwelling fluxes derived from more sophisticated re-
trieval algorithms (e.g. Lee and Margulis, 2007b). This ap-
proach could not only improve the modelled estimates via a
reduction of modelled uncertainty, but also add value to the
existing product used in the assimilation scheme. Radiative
forcing fields produced through this methodology could ul-
timately be used to force distributed land surface models (in
offline mode or as part of land data assimilation systems) of-
fering the potential for improved characterisation of the key
modes of variability in land surface states and fluxes.

Appendix A

Derivation of climatological temperature and
humidity signals

The interpolation scheme shown in Eq. (4) requires a clima-
tological diurnal basis functionψ(x, t) that is then shifted
and scaled to fit the satellite-observed data. In this appli-
cation we chose to use a climate model to generate the di-
urnal basis function for near-surface temperature and hu-
midity. The development of a monthly diurnal climato-
logical database for clear-sky and cloudy-sky conditions
was obtained using output from RegCM Version 3 (Giorgi
and Mearns, 1999), which is representative of a typical re-
gional climate model. A regional climate model was cho-
sen because most readily available general circulation model

(GCM) output is coarse in space and generally aggregated
to at a minimum 3-hourly time steps (e.g. Kanamitsu et al.,
2002). The use of a model also makes the radiation model
proposed here altogether independent of ground-based ob-
servations. While these types of models differ in many of
the specific parameterisations used, we argue that a climatol-
ogy developed from one model would not differ dramatically
from that developed using others and that because the clima-
tology is simply a basis function that is then shifted/scaled by
the measurements, the impact of these potential differences
on the radiation model results will be minimal.

A ten-year continuous simulation from January 1996
through December 2005 over the continental United States
was performed for use in deriving diurnal climatological es-
timates of reference-level air temperature and relative humid-
ity for each month. The RegCM model was run on a 25-km
resolution grid utilising aggregated 1-km resolution topog-
raphy data from the United States Geological Survey and
utilised the Biosphere Atmosphere Transfer Scheme (BATS)
for land surface processes. The model boundary condition
forcings came from the National and Oceanic Atmospheric
Administration (NOAA) Optimum Interpolation Sea Surface
Temperature (OISST) Version 2 dataset (Reynolds et al.,
2002) and the National Centers for Environmental Prediction
(NCEP)/National Center for Atmospheric Research (NCAR)
Reanalysis Project 2 (NNRP2) meteorology dataset (Kana-
mitsu et al., 2002).

Model output was extracted over the domain shown in
Fig. 2 and subsequently used to derive the diurnal clima-
tological signals for reference-level temperature and hu-
midity distributed across a one-degree by one-degree (lati-
tude/longitude) grid for both clear-sky and cloudy-sky con-
ditions for each month. The determinant between a clear
and cloudy day (at a given pixel) was based on the column-
integrated cloud water path. The one-degree spatial resolu-
tion was chosen to reasonably capture the latitudinal and el-
evational effects on the climatological signals across the do-
main, however, a finer spatial resolution could be used. An
example of typical diurnal signals for reference-level temper-
ature and humidity for both clear- and cloudy-sky conditions
at a given location during the month of September is shown
in Fig. A1.
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