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Abstract. The operational measurement of discharge inbed slope conditions. The results clearly show the improve-
medium and large rivers is mostly based on indirect ap-mentin the discharge estimation and the reduction of estima-
proaches by converting water stages into discharge on théon errors obtainable using the proposed approach.

basis of steady-flow rating curves. Unfortunately, under un-
steady flow conditions, this approach does not guarantee ac-
curate estimation of the discharge due, on the one hand, to the
underlying steady state assumptions and, on the other han&,
to the required extrapolation of the rating curve beyond the
range of actual measurements used for its derivation.

Introduction

Discharge measurement is an issue of major importance for
the evaluation of water balance at catchment scale, for the de-

Historically, several formulae were proposed to correct ign of water-control and conveyance structures, for rainfall-
the steady-state discharge value and to approximate the'9 . yance N
runoff and flood routing model calibration and validation.

unsteady-flow stage-discharge relationship. In the majority ; .
of these methods, the correction is made on the basis of wa- Althou_gh several direct measurement approac_hes eX|_st,
ter level measurements taken at a single cross section Whefplﬁ.md'rec; alpproac.hes ten<ljJ to tI)Ie uds_edhoperatlon_ally n
a steady state rating curve is available, while other methM€ ll)um gn arge rl[vers. tsua dY’ h'SC arg? tt.astlrﬂgtes
ods explicitly account for the water surface slope using stage?‘re ased on a one-lo-one stage-discharge refationsnip, or

measurements in two reference sections. However, most Osfteady-flow rating curve, which is derived on the basis of a

the formulae available in literature are either over-simplified nhumber of simultaneous stage and discharge measurements.

or based on approximations that prevent their generalisatiorgj measure of stage is then directly converted into discharge

Moreover they have been rarely tested on cases where the y means of the developed rating curve.

use becomes essential, namely under unsteady-flow condi- Such an approach can be considered adequate for all rivers
tions characterised by wide loop rating curves. under steady-flow conditions, and also under unsteady-flow

In the present work, an original approach, based on simylonditions, when flood waves show a marked kinematic be-

taneous stage measurements at two adjacent cross sectioh€Viour, whicgh generally corresponds to rivers with steep bed
is introduced and compared to the approaches described i#°P€S £107°). In all other cases the variable energy slope,

the literature. The most relevant feature is that the proposedSsociated with the dynamic inertia and pressure forces rele-
procedure allows for the application of the full dynamic flow Vant t0 the unsteady flow discharge, lead to the formation of
equations without restrictive hypotheses. The comparisorft NYSteretic rating curve also known as the loop-rating curve
has been carried out on channels with constant or spatiallgones' 1916; Chow, 1959, p. 605; Henderson, 1966, p. 392;

variable geometry under a wide range of flood wave and rivert "€ad, 1975). This implies that the steady-flow rating curve
is no longer sufficient and adequate to describe the real stage-

. discharge relationship. Recently, with a numerical study on
Correspondence tc. Dottori the River Po, Di Baldassarre and Montanari (2008) showed
BY (francesco.dottori@unibo.it) that the use of the steady-flow rating curve may lead to major
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errors in discharge estimation when significant flood waves2 Data and methods

occur, which may be greater than 15%, and that another sig-

nificant error is produced by the extrapolation of the rating All the methods presented in this paper derive from the 1-D
curve beyond the range of measurements used for its deriveshallow water momentum equation, by disregarding one or

tion. more terms:

In addition to the water balance error induced by the hys- 02 0
teretic effect and the extrapolation, another error occurs thatz 19 (/3 F) 19 (X) _ 0?2 1
may strongly affect the calibration and the verification of hy- 5x " 2¢ ~ ax g o K2 @

drological models: if calibration is made using discharge val- o )
ues derived from a steady-flow rating curve, then the estiwhere2=221 2% is the water surface slope, composed of
mated time of peak discharge will be wrong, because, undethe channel bottom slope and the pressure force term;
unsteady flow conditions, the peak discharge occurs before 3<,3%§>
the maximum water stage, and this delay can be significantzlgT is the convective acceleration term;
(several hours) in very mild river slope conditions. L a(%) . _

Schmidt and Garcia (2003) described different methods; —5;~ is the local acceleration term;

historically used to overcome this problem; these methods;_

mainly consist of empirical adjustments of the rating curve, trlfe longitudinal distance along the reach [m]the wa-

derived from experimental data, while, less frequently, espeio, grface elevation above a horizontal datum [oa]; the

cially in river reaches affected by backwater effects, estima-;,or ped elevation above a horizontal datum [M]the wa-

tions are adjusted using a reference value of water surfacg,, depth [m]: 4, the wetted area [fl; Q, the river dis-

slope, computed as the “fall”, or difference in water level be- charge [Ms™1]; ¢, the gravity acceleration [m$]; and 8
tween the section of interest and a second reference sectiophe Boussinesgq rr;omentum coefficient. ’ '

where stage is known (Herschy, 1995).

2 - : .
Q—2 is the friction slope; and, the time coordinate [s];

; & Please note that in the present paper, following the findings
Aside from more or less empirical approaches, several for—of Gasiorowski and Szymkiewicz (2007), Eq. (1), is written

mulae based on full or simplified dynamic flow equations j, conservative form, by keeping under the derivative sign
h_av_e been dE_zveIoped to a_Ccour!t for the observed hystergpq hon jinear terms appearing in the convective and the local
sis in stage-discharge relationship. Unfortunately, very few,.q|aration terms

comparisons of the different methods can be found in the As previously stated, all the formulae which try to pro-

literature (Per_umal and Moramarco, 2005). Some of thes‘?/ide improved discharge estimates from water level measure-
methods explicity accoun't for the water surfage slope USiments, basically derive from Eq. (1). A comprehensive bib-
ing stage measurements in two reference sections, while flography of existing methods for unsteady flow discharge
larger number of authors, for practical reasons, convert thegmation can be found in Fenton and Keller (2001), and
surface slope !nto a time derivative, which is theﬂ E’St'matedPetersen—(ZverIeir (2006). As discussed in the sequel, several
using successive w_ater stage_ meagurements atthe same Crgfer authors have also proposed original formulae or modi-
secuqn where arating curve is avalliable. However, ’,“O_St for'fications to previous formulae (see Sect. 2.1 and 2.2), while
mulations were, on one hand, obtained under restrictive Nyone g have carried out comparisons or evaluations of exist-

potheses on flow and river bed geometry, thus reducing the, tormuylae, using both numerical simulation or measured
possibilities for operational applications (Schmidt and Yen, yata in natural rivers (see Sect. 2.3)

2002; Perumal et al.,, 2004), and, on the other hand, rarely |, yis haper, given the large number of available formu-
tested to verify their validity range. cL

In thi ft he historicall ae, it was preferred to present them in chronological or-
n this paper, after an excursus on the historically proposeg, e, Moreover, for reasons of space, the analytical deriva-

approaches, an alternative methodology is introduced, WhIC'fion of each formula from the original dynamic flow equation

explicitly accounts for the longitudinal variation of the water has been omitted, but can be easily found in the referenced
surface slope, through the use of couples of simultaneous Waiorks. Finally, for the sake of clarity some of the original

ter stage mea;urements at_ two adjacent Cross secthns_,. Su mbols were converted in order to preserve consistency all
procedure, which glso requires the geometrlcall description o hroughout this paper, and the complete list of symbols used
the two cross sections, allows for the application of the full is provided in Appendix A.

dynamic flow equations without restrictive hypotheses.

The proposed methodology is fully described and com-3 1 Estimation methods based on stage measurements
pared, on the basis of several test bed experiments, to the 4 5 single section
wide variety of existing approaches that can be found in the

literature. 2.1.1 Jones formula

Among the formulae existing in the literature, the Jones
formula is, without any doubt, the most well-known.
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Jones (1915) used the Chezy equation of friction slope and &here r=Sp/ (dy/dx) is the ratio of the channel bottom
geometric analysis to estimate the water-surface slope basedope to the entering wave slope. According to Hender-
on the surface velocity and the rate of change of the stagson (1966), the term can be approximated from the charac-
at the gauge. Consequently, unsteady-flow discharge can kteristics of a typical flood event for the concerned reads;
computed as: therefore given by the ratio of wave height to its half-length,
the latter computed from the product of average wave celer-

dy 1z ity ¢ and the time to peak stage (the typical wave is assumed

S, U 0t to be kinematic).

0-0 |1+ @
in which, Q, is a “reference” discharge for the given stage, 2.1.3 Di Silvio formula

S, is a “reference” water-surface slope afidis the surface

velocity, which Jones defined as the mean velotitgivided Di Silvio (1969) used a triangular approximation of the flood

by 0.90 for large streams and divided by 0.85 for smallerwave and the hypothesis of narrow loop in the rating curve to
streams. According to Jones, Eqg. (2) needs to be calibratedbtain a formula for discharge estimation; for the rising limb

by measurings, under different flow conditions and in the the relation is:

presence of a constant discharge. Thereforemay be set

equal to the steady flow discharg® ,ands, is the water -2 — |: 1 [ 1- Frég? } (2~ Qb)} (6)

surface slope under steady flow conditifin p PgASo | Fr?(1+¢?) Trise | ,_5
Since its publication, the Jones formula has been the sub- R\2MP /4

ject of many research works, either as the starting point (R_p> <A_,,)

for obtaining more accurate equations, or for establishing a
general applicability criterion; a number of these works arewhile in the receding limb it is:
herein reviewed. Chow (1959, p. 532) found that the Jones 5 5
formula can be derived from the momentum Eq. (1) by ne- € _|;_ 1 1- Frig? | (Qp — Q) @)
glecting the convective and local acceleration terms and as<p pgASo | Fr2(1+¢?) A
suming that the flood wave moves downstream with a con- ( R >2m/p < A )

Treceding

=A

stant velocity and without changing its profile (the so-called 2
“uniform-progressive” flow); if the steady flow condition is P

also the uniform flow, in whicl§; =So, Eq. (2) may be rewrit- |, Egs. (6) and (7)p:2_m (1_ R%)' 0, and 0, are the

Rp

ten as: base and the peak discharge of the flood walige and
1 ay 1/2 Trecedingare the duration of the rising and receding limb re-
0= Qo [l + S_E} 3) spectively;A, andR), are the area and hydraulic radius val-
oc

ues corresponding to peak dischargds the mean between
where the kinematic wave celeritycan be approximated ac- area values corresponding to base and peak discharge;
cording to the definition given by Henderson (1966, p. 367): the exponent of the hydraulic radius in the friction law used
(for instance, when using @y expressionn=1/2); p is
c= ¥~ 20%0 (4) the exponent of the wetted area in the friction law used (for
dA B 0z instance, when using Manning expressipga;2).

Equation (3) is the standard form of Jones formula and ha
been used in almost all of the successive works. Peruma
and Ranga Raju (1999) pointed out that if Eq. (3) may be reread (1975), using the same approximation for the space
garded as the approximate convection-diffusion (ACD) equa-erivative introduced by Henderson (1966), derived a hys-
tion, which has the same form as that of the kinematic wavaeretic rating curve model from the full one-dimensional un-
equation, it can therefore be used to describe the flood wavgteady flow equations. The proposed formulation allows the
characterized by a narrow loop. computation of either the dischargeor the water stage as
a function of the time derivative of the other variable:

1>BQi|AZ 1AU

A

I -K|So+|—+(1-=)—|—+-—— (8

Henderson (1966, p. 393) proposed a modification of Eq. (3)Q [ 0 [MQ ( M) gA2 | At g At ®)
) . . ' .

through the introduction of a term, based on a parabolic ap 25, ( BQZ)} / Y

.1.4 Fread formula

2.1.2 Henderson formula

proximation of flood wave, which accounts for wave subsi- +

dence: 3r2 gA3

whereM=§+3% % andr is the ratio of the channel bottom

19y 217Y?
} (5) slope to the entering wave slope, which can be computed

— 1+ —2 4 2
Q QO[+Soc81 312
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using the following expression, similar to that proposed by2.1.7 Lamberti and Pilati formulae
Henderson for Eq. (5):
Lamberti and Pilati (1990) developed two equations designed

. 56 ZOO(Qp + Qb) s So ©) to compute the difference between steady and unsteady flow
(hp+hv) A rse rating curves:
whereQ; , 0, andA are defined as for Egs. (6) and (7)ise 0—-0s= %Tch (13)
is the duration of rising limb expressed in daysandh , are
the water stages corresponding to base and peak discharge.
The underlying hypotheses of Eq. (8) are correct in kine- Q) — Qst) = (Qu-an — Osu-an) G‘XIO(——) (14)

matic, or quasi kinematic flow conditions, in wide channels

with approximately constant width (Fread, 1975). Also note +TibAt + Ty (1 —exp <_£)> (a — bTy)
that Eq. (8) is implicit and therefore must be solved via iter- T2

ative methods. QE(l—Fr(l—CA/Q)Z) Q?(l—l—Fr(CZAZ/QZ—l))
where I1==" G o 582 2=~ (oro)582
2.1.5 Marchi formula andb are first and second order incremental ratios defined as

a= Os()—Os—2a1) b= Qs(ty—20s5¢-an+0sa—2ar . S. is the wa-
. . . . . . - At 1 = A2 » Dz
Marchi (1976) proposed the following simplified relationship ter surface slopéz/dx, which can be approximated by bed

for estimating the unsteady-flow rating curve: slopeSy. Both formulae can be solved without iterations, us-
) ing the termsl; and7> computed in the previous time step.

_ _ 2078 | 3A Equations (13) and (14) can be applied in kinematic or

2(m +1)BSo gA® | ot quasi kinematic conditions, that is, in presence of narrow

o ) loops of the rating curve, with a maximum difference be-
The derivation of Eq. (10) can also be found in Perumal andyyeen ynsteady and steady flow rating curve of about 10%.

Moramarco (2005). Equation (10) can be obtained throughrye 4 thors provided a quantitative criterion to establish the
a kinematic approximation of momentum equation, which ratio 0/ Qo from channel and wave characteristics:
leads to the following differential equation:

0 2n
90 o0 =T (15)
A=AQ) —n—= (11) Qs rise
ot where T; is the characteristic channel time, as defined for
wheren is practically a constant. Egs. (13) and (14), anfljse is the duration of the wave rising
limb.

2.1.6 Faye and Cherry formula

2.1.8 Fenton formulae
The method developed by Faye and Cherry (1980) combines

both momentum and continuity equations to obtain a singleFenton (1999) worked on the original unsimplified shallow

expression in which the pressure gradien®x is substi-  water equations, reducing them to a single expression in
tuted using the kinematic wave approximation, under the hy-which space derivatives are substituted by time derivatives
pothesis of stable wave profile during the downstream rout-using a polynomial Taylor series. The complete procedure
ing. Evaluation of such expression by finite-difference ap-can be found in Fenton and Keller (2001). Fenton proposed

proximation leads to the following quadratic equation: two formulations: the first one may be regarded as an exten-
X sion of Jones formula, which includes a diffusive term:
=B (Vtaar — Yi—ar)  ng- At 1/2
o —— 473 Utz (12) 1 dy D 3%y /
2cy, R 0=0, |1+ ——=— — (16)
Soc 0t Soc3 912
n B itar —yi—ar) 1
2y, WhereDz%g0 is the diffusion coefficient.

8 (VitAr — Vi—Ar) 0 The second proposed expression includes a third order

U1+At <880+ Ur—ar +

2y; time derivative of the water stage:
1/2
In Eqg. (12),0U andat are evaluated by backward difference = 1 9y D 9%y G 93 / 17
aproximations andy is evaluated by a central-difference ap- Q=0 Soc 8t Soc3 912 Socd 913 (17)
proximation. The subscripts indicate the time step at which o _
variables have to be computed. where the tern@ is given by:
D (gA/B + BU (c - U))
— (18)
(gA+/So/K)
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2.1.9 Perumal formulae As previously stated in Sect. 2.1.1, when the flood wave
behaves as a kinematic wave the longitudinal gradient of wa-

Perumal and Ranga Raju (1999), and Perumal et al. (2004r stage can be directly related to the time derivative of the
refined the time derivative of the Jones formula by in- stage, by means of the kinematic celerity:

corporating expressions for the inertial forces of the one-

dimensional momentum equation. They obtained two differ-9Y _ _ 19y (24)
ent expressions for unsteady-flow rating curve: the first onedx c ot
has the following form: from which the Eq. (3), that is the Jones formula, can be de-

17172 rived. Therefore, the Jones formula can be regarded as an
1 oy 2 2p2( 9R/dy approximation of the parabolic assumptions used by Chow,

= 1+ ——=|1—m“Fr°P 19 . ; ) . . . '

0=0s [ + [ mer (19) and is valid when approaching the kinematic conditions ex-

pressed by Eq. (24).

wherem is the exponent of the hydraulic radius in the friction

law used (as in Sect. 2.1.3 Egs. 6 and 7); the second equatiah2.2 Fenton and Keller formula

is:

12 Chow formula can only be correctly applied for prismatic
0s 1 ay 1 9y\2 20 channels where for which the uniform flow is meaningful. To
=75 sear t ( @5) RER (20)  overcome this limitation, Fenton and Keller (2001) pointed

out that Eq. (22) can be directly used to estimate discharge,
Perumal et al. (2004) also identified a criterion to establishwithout the need of introducing kinematic conditions ex-
the suitability of Egs. (3), (19) and (20), as a function of pressed by Eq. (24), by writing it in the following form:
bed and wave slopes; according to the authors, the estima-

tion given by these methods may be considered good if they — g [_%]1/2 (25)
following condition holds: dx
1 9y 1 Therefore, it is worth noting that Eq. (25) may be seen as
x| =2 (21)  an extension to a more general version of Chow formula
(Eqg. 23), which overcomes the limitations of prismatic chan-
2.2 Approaches based on simultaneous stage nels and of quasi kinematic flow conditions.
measurements

2.2.3 The stage-fall-discharge method

2.2.1 Chow formula ) ) ) ) ) )
This method is described in detail by Herschy (1995), and is

Many authors presented a general discussion over the mag-way to correct the steady flow rating curve in channels in-
nitude of the different terms composing Eq. (1) (see Hen-fluenced by backwater conditions; the method requires direct
derson, 1966, p. 364; Todini and Bossi, 1986; Lamberti andneasurements of the “fall”, that is, the difference in water
Pilati, 1996; Schmidt and Yen, 2003). In most rivers, during surface level measured between two sections. The expres-
a flood event the local and the convective acceleration termsion is:

in Eq. (1) can be neglected because their values range fromQ s\1/2
one tenth to one hundredth of the other terms appearing in— = <—Z) (26)
the equation. Qs Sr

By neglecting the convective and the local accelerationwheres, is the water surface slope afdis a reference fall.
terms, a parabolic approximation of the full de Saint VenantAccording to Herschys, may be assumed either as constant
equations can be obtained, which leads to the expression: where backwater effects are always present, or variable if this
5z 02 is not the case, thus corresponding to steady flow water sur-
—=—-= (22)  face slopeS;. The author also describes a procedure for the
dx K calibration in both the cases, using measured values of stage,
Using Eqg. (22) under both hypotheses of prismatic chan-fall and discharge.

nel and uniformly progressive wave (that &,=Q0) Chow Although Herschy does not provide a theoretical back-
(1959, p. 532) obtained an expression for unsteady flow comground for Eqg. (26), Fenton and Keller (2001) point out that
putation; the equation derives from the Chezy law, and the same ex-
12 pression may also be found in Jones (1915) as the starting
0= 0o [1 _ ia_y} (23)  Point for the development of Eq. (3).
So 9x Actually, the stage-fall-discharge method may be directly

derived from Eq. (22) by dividing the unsteady flow dis-
charge equationD=K./S;, by the corresponding steady

www.hydrol-earth-syst-sci.net/13/847/2009/ Hydrol. Earth Syst. Sci., 13,8%8/2009



852 F. Dottori et al.: Dynamic rating curve approach to indirect discharge measurement

flow discharge equatio®;=K./S; computed at the same Please note that Eq. (30) is none other than the standard equa-
water depth, which implies the same hydraulic conveyancdion used for the estimation of the water surface profile under
K. steady (but non uniform) flow assumptions.

A more comprehensive expression would involve the con- In Egs. (29) and (30), the upstream and downstream con-
vective acceleration for friction slope computation. There-veyance valuex, andk; can be computed assuming a
fore the stage-fall-discharge method should be rewritten asonstant energy slope along the cross section (Chow, 1959,
in Schmidt and Yen (2002): p. 139). Each cross section is dividedkisubsections, each
with conveyancek ;, and the total conveyance can be ex-

So — (M _ ﬁ_QjM) 12 pressed as a function of the corresponding subsection con-
Q_K x g% 0x (27)  veyances, as:
Qs Ks So — ﬂ_Q?M

gA3 Ox | 1 k 23
o _ K=Y Kj=>Y AR (31)
where the subscripts” indicates that computation must be =1 k =
referred to the steady flow rating curve, taken as the refer- ) - )
ence. while the Boussinesq momentum coefficient can be esti-
mated as:

2.2.4 The proposed DyRaC formula kg2
Given that parabolic approximation may be not suitable in , _ Jyv* (@) da ~ /=1 (32)
non prismatic channels, where the effect of longitudinal vari- 02/A 72

ation of cross sections may mean that the convective accel- ] o
the other terms (Schmidt and Yen, 2002), Eq. (1) can be use8f the wetted area of the cross section. _
directly to derive the dynamic rating curve. Alternatively, Please note thatthe distance between the two adjacent sec-

neglecting the local acceleration term, it is possible to derivelate assumption to be realistic, but at the same time it must
the dynamic rating curve from the following equation: be sufficiently large to allow the difference in water stage to
be greater than the measurement instrument sensitivity and

5 10 <’3 Qj) ) the water elevation fluctuations.
T T . _Q_ (28) Equation (30) can be solved explicitly with respectQo
dx  2g  dx K2 to give:

as given in Ario et al. (2008), Dottori et al. (2008).

In any case, the proposed approach basically neglects thg =
continuity of mass equation between the two cross sections (Xd — xu) (iz + %) -1 (ﬂ_»é _ ﬁ_g)
on which Eq. (1) (or Eq. 28) is applied, by assuming (1) that Ki = K s\ A
no significgnt discharge enters (or leaves) the reach petweeance the water levels in the upstream and downstream sec-
the two adjacent sections, and (2) the.two cross sections arg < 4o measured, for a given roughness all the terms of
close enough t'o'accept the .hypoth§3|s ﬂ)@V&x:O. On Eqg. (33) are known as a function of the water stage. There-
these grounds it is then possible to discretise _Eq. (1) betweefbre the equation can be used, similarly to a standard rat-
the upstream and the downstream cross sections, to obtam.ing curve, to dynamically estimate the discharge values as

2(zy — za) (33)

) 5 <Q> a function of the water level as well as of the water surface
Gy — 24) + Q°(Bu  Ba by — xg) (29) slope, which continuously varies in time. This differs from
“TIT 9g \ A2 A? “T ) Ty the use of the classic steady-flow rating curve, which only
depends on the water depth by implicitly assuming an aver-
__ (Xu — Xa) i + i ) Qz age, but constant in time, water surface slope. Therefore, due
2 K2 Kj to its dynamic nature, in this paper the new approach will be

) . . called the Dynamic Rating Curve (DyRaC).
or, by neglecting the local acceleration as in Eq. (28), to ob- \yhenever needed, namely when the local acceleration

tain: term is not negligible, the DyRaC expression can be ex-
02 (B y panded by re-deriving it from Eg. (29), to give:
(zu — 2a) + e (—uz - —2) (30) -
g Au Ad Z(Zu _ Zd) _ (Xll;x‘l) %_(t]
(u—2xq) (1 1 2 0= 1,4 1(Bu _ Bu 34
I—T K_3+K_5 -0 (xd_xu)(K_f-’_K_dZ)_g(A_%_A_;)
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Table 1. Characteristics of numerical experiments. In all the experiments, Manning’s roughness has been set equal 10835 m

Cross section geometry Bed slope Timeto peak Peak discharge
(m3s1
Case 1l Rectangular, 50 m width ¥ 24h 900
Case 2 Rectangular, 50 m width x50~4 24 h 900
Case 3 Rectangular, 50 m width %204 72h 900
Case4  Rectangular, 50mwidth  x20~4 24h 900
Case5 Rectangular, 50 m width 1% 72h 900
Case 6 Rectangular, 50 m width 1% 24h 900
Case 7 Rectangular, 400 m width ~ x 502 168h 10000
Case 8 Rectangular, 400 m width 2500 168h 10000
Case9 Variable 1t 24h 900
Case 10 Irregular 21074 24h 900
Case 11 Irregular 1ot 24h 900

where the time derivativé (Q/A)/dt, can be approximated flow discharge estimation in kinematic or quasi kinematic
using the incremental ratia U/ /At, whereAr is the sam-  conditions; in such conditions, due to the limited amplitude
pling time step and’ is the average velocity within the reach, of the unsteady flow loop, the proposed correction formulae
which can be estimated @=20Q/ (A, + A4), which leads  produce limited improvements with respect to what is ob-

to: tained using the steady flow rating curve. Other methods
— also use the restrictive hypothesis of constant width channel,
2(zu — 2d) — M% which limits their operational use in natural rivers.
0= £ (35) Moreover, the issue of practical application of these meth-
(Xa — xy) <Ki3 + %) - % (ﬁ—% - ﬁ—‘é) ods appears to be seldom addressed in the literature. Few

works present an extensive operational use of discharge es-

wherelU,_ar=20;_a:/ (Au + Ag),_, is the average veloc- timation formulae in natural rivers. Barbetta et al. (2002)
ity computed at the previous time interval. and Franchini and Ravagnani (2007) carried out formulae
As opposed to Eq. (33), which is explicit in terms of dis- applications in quasi kinematic flow conditions, resulting,

charge, Eq. (35) must be solved iteratively. This can be easily®S mentioned earlier, in limited improvements. In a few

done using a simple Newton-Raphson approach, which con¢3S€s, formulas have been applied to flood waves charac-
verges to the required accuracy in a very limited number oftéfized by wide loop rating curves (Fread, 1975; Faye and
iterations (5-6). Cherry, 1980; Petersen-@verleir, 2006) while other authors

Nonetheless. it will be shown that the results obtained us_address the issue of formulae evaluation using numerical ex-

ing Eq. (33) are already adequate to accurately estimate theeriments (Lamberti and Pilati, 1990; Fenton, 1999; Perumal

discharge in natural rivers. etal., 2004). o _
Therefore, one of the objectives of the present paper is

2.3 Design and preparation of numerical experiments to compare the existing methods and to test their reliabil-
ity under different application conditions. Thus, a number
As described in Sect. 2.1 and 2.2, several methods for unef numerical experiments were set up, to simulate a wide
steady flow discharge have been developed and are availabtange of flow conditions over channels with different bed
in the literature; however, the literature does not offer usefulslope and geometry. These experiments, which attempt to re-
criteria for a comprehensive evaluation of methods, nor forproduce hydraulic conditions observed in natural rivers, are
identifying the most appropriate ones, for the different appli- summarised in Table 1.
cation conditions. The values of bed slope used in the experiments vary from
What mainly emerges from the literature is a lack of publi- 10~3 (steep slope) to 2:610~° (very mild slope), includ-
cations dealing with a comprehensive comparison of the dif-ing the intermediate values o804, 2x10~4, 104 and
ferent methods; Perumal and Moramarco (2005) addresse8lix 10~°; three types of wave were used in the simulations: a
this issue but their analysis was limited to few methods, ei-fast wave with a rising time of 24 h and a peak discharge of
ther well-known or developed by the authors themselves. 900 n?s~1, a medium wave with a rising time of 72h and a
In terms of application conditions and ranges, it appearspeak discharge of 900hs~! and a slow wave with a rising
that most methods have been designed to provide unsteadime of 168h and a peak discharge of 10 0G0smt. The
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values. These results were thus taken as the “true” values in
order to assess the validity of the different formulae.
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Before comparing the different approaches, the suitability of
100 150 200 50 100 150 200 . . .
Horizontal coordinate (m) Horizontal coordinate (m) each method was assessed according to the criteria estab-
lished by the authors or by other researchers in successive
Fig. 1. Case 10: upstream (left) and downstream (right) cross secworks.
tions in the channel reach where discharge has been estimated; dis- The suitability of the Jones formula (Eq. 3) and of de-

tance between the two section is 1 km. rived formulae presented by Perumal et al. (2004, Egs. 9 and
20) were evaluated using the criterion expressed by Eq. (21),

choice of the bed slope values and the flood wave Characc_:omputed for all the simulation time steps; applications show

teristics was made bearing in mind the results of numericalthat these formulae should provide acceptable discharge val-

experiments carried out in previous works (Lamberti and pj.ues in cases 1 (_fast wave over steep river bed slo_pe), 2 (fast
wave over medium river bed slope) and 3 (medium wave

lati, 1990; Perumal et al., 2004), in order to analyse not only . S 7

typically kinematic or quasi kinematic flow conditions, but over med_lum-m_lld rver bed slope); in cases 4 (fast wave

also to explore the range between kinematic and paraboligv.er ”?ed'“m'm"d river bed slope) anq S (medmm wave over

flow conditions. mild river bed slope) the values obtained using criterion of
Eqg. (21) are occasionally greater than the threshold value,

In addition, the values of peak discharge, flood wave du- hich that estimati Id be locally i ¢ whil
ration and channel geometry were chosen as a function of/nich means that estimation could be ‘ocally Inexact, wnile

bed slope values, in order to recreate flow conditions closétn t:e ri?ﬁ'nt')'rg (fsesrgi]r? rc:sm:rl]ts frrc])n? foirmnl:Ia:je at:e Sx;:erc;[eld
to those which usually take place in natural rivers; for exam- OndeMu ; emar €. 28%% thg 0 me? a;l/tssm a ? yb € un (i:I
ple, the channels with a bed slope of 0-5 and 2.5¢10~5 ~ &nd Vioramarco ( ), the same results may also be cons

have a section width of 400 m, much larger than the otherered valid for the Marchi and Fenton formulae (Egs. 10, 16

channels with steeper bed slopes. The geometry of channe n_?hﬂ)['). Siilvio f la (Eas. 6 and 7 | d
used in the numerical experiments is described in more de- e Di Silvio formula (Egs. 6 and 7) was not evaluated,

tail in the sequel: cases from 1 to 8 relate to a channel withs_ince it requires the knowledge of flood wave peak and dura-

rectangular cross sections and constant width; cases 9, 1 n in_order o be applied, th_at Is, it can not be operationally
and 11 were introduced to assess the different expressionlései f|1n real t'mS' although it could be used aiter the flood
under variability of cross sections, and in particular case 9 iea aslpasse ) d lied for th .

characterised by a cross section changing from rectangular A" @nalogous procedure was applied for the two equations

to trapezoidal, while cases 10 and 11 relate to a channel Witheveloped by Lam.ber.ti anq Pilati (1990, Egs. 13 and 14);
irregular cross sections (Fig. 1), as one might expect fromaccordmg to the criterion given by Eq. (15), these formulae
natural water courses. should correctly estimate the discharge in cases 1, 2 and 3,

The flood waves were generated in all the cases using th@'hIIe In rémaining cases the results_ would be m_correct. )
following expression: _ Henderson (1966) Q|d not_ provide a quantitative crite-
rion for his formula, neither did Fread (1975) and Faye and
t t\1” Cherry (1980); however, these three equations (Egs. 5, 8 and
Q1) = Qv+ (2 — Q) [T_ Exp (l - T_ﬂ (36) 12, respectively), share the hypotheses of kinematic wave ap-
P g proximation and stable wave profile during the downstream
whereQ; is the base flow discharge (equal to 109sn in translation. Therefore when such hypotheses are no longer
all cases) T}, the time to peak flowQ , the peak discharge valid significant errors are expected: namely in cases 4 (fast
andy a coefficient assumed to be equal to 16. Please not#vave over medium-mild river bed slope), 6 (fast wave over
that the term in square parenthesis in Eq. (36) is raised tanild river bed slope) 7 and 8 (slow wave over very mild river
power 16. This produces waves that, although the time tded slope).
peak isT),, will grow infinitesimally for many hours, and will Given that Chow equation Eq. (23) and Fenton and Keller
appear as waves with a raising limb of a time duration signif-equation Eq. (25) are identical in prismatic channels, only
icantly shorter tharT,, as can be noticed from the resulting Chow equation is referenced to in Figs. 3 to 8 showing the
figures. comparison on cases 1 to 8, while Fenton and Keller equation
All the simulations were made using two well-known 1-D is referenced in Fig. 9, which deals with a comparison on
hydraulic models, Hec-Ras (HEC, 2001) and Mike11 (DHI, non-prismatic channels.
2003), in order to assess the reliability of the results. The Finally, the DyRaC formulae (Egs. 33 and 35) are theoret-
results of the simulations using the two models proved to bdcally reliable under all flow conditions, in particular Eq. (35)
very similar in all cases both in terms discharge and stages needed when the influence of the local acceleration termin

@
=3
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Eqg. (33) is not negligible, since this term may become signif- oo 001
icant in channels and rivers with very mild slopes subject to
fast rising flood waves (hyperbolic flood wave conditions).

Several simulations were carried out in order to assess thes o , , g o
relevance of the local acceleration term in the numerical ex-
periments used to evaluate the effectiveness of the different
equations. The results are presented in Fig. 2a and b, ir ol . . . ]l . . |
terms ofR,, the ratio of the local acceleration term and the ayldt (") ayiat mn")
hydraulic head slope. The figures relate to cases 6 and
whereR, reaches its maximum values. As can be seen fro
the figures, t_he I_ocal acceleration term is alw_ays neglIglble’head slop& H/dx, expressed as a function of the rate of change in
since R,, which is plotted versus the hydraulic head slope

water depthdy/az.
reaches at most 1% of the latter. Therefore, due to the very
small magnitude of the local acceleration term in all the re-
ported experiments, which were chosen close to natural floodies computed using)(and ¢-1) measurements. The stan-
wave conditions in rivers, Eq. (33) was always used insteaddard deviation of the computed values may also be estimated
of Eq. (35) since it provides the same results, without requir-as:
ing an iterative solution. Moreover, it should be noted that 5 >
the waves simulated in cases 6 and 8 are significantly fastefi (@) = \/“i (0?) — ui (@) (38)
than flood waves generally taking place in natural rivers with
similar bed slopes. For example, the bed slope of the fina
reach of the River Po in Italy is around 510 while at the )
same time, the rising time of th_e flood waves is ggnerallyui(Qz) _ ﬁmil(Qz) + }le (39)
longer than one week (168 h), with a rate of change in stage i I
of few cmh1. Therefore, although Eq. (35) can always be The accuracy of the estimated mean value of discharge is
used when the inertial term becomes significant, it must begiven by the standard deviation of the mean, defined as:
stressed that Eq. (33) can probably be applied, for practical o (O
. . 1

operational purposes, on all types of natural rivers and undeg: (1; (Q)) = : (40)
all flood conditions. Vi

0.005 0.005]

-0.005 -0.005

8
mlfig. 2. Case 6 (left) and 8 (right); time evolution &3, the ratio
between local acceleration terth/g) [0 (Q/A) /dt] and hydraulic

Whereu, (Q?) is the mean of square values @f estimated
hsing the following recursive equation:

As can be seen from Eq. (40), the uncertainty of the estima-

2.5 Operational estimation of discharge in tion of Q improves at each new measure, so that the proce-
natural rivers dure can be iterated until the error of estimation falls below

a required precision.
Another topic of major relevance is the reliability of the re-  The effectiveness of the proposed methodology needs then
viewed methods under operational conditions. Generally, thgg pe tested by showing the actual number of iterations re-
formulae presented in this paper were tested using high prequired to reach an acceptable level of precision, which, for
cision data from numerical or laboratory experiments, by practical purposes, must be limited. In the present paper, the
assuming perfect water stage measurements, whereas ORrethodology has been assessed by applying the following
erationally water stage measurements in natural rivers argrqcedure: the reference values of water stage (computed by
generally affected by measurement errors (typically arountthe hydraulic model as stated in Sect. 2.3) were perturbed
41 cm) in terms of instrument precision, while local oscilla- py adding a random error, computed using a Gaussian dis-
tions of the water surface can add additional uncertainty; as &ipution with zero mean and a standard deviatior/&fcm,
consequence itis not possible to arrive at a correct estimate QBugth comparable with an error deriving from the accuracy
the real discharge using single instantaneous measurementgs water stage sensors={ cm) and from the water surface

An alternative methodology to provide reliable estimates ggcillations @&2cm). For each time step a set of perturbed

can be applied by installing gauge stations with sensors castage values was produced to simulate a series of continu-
pable of carrying out a number of discharge estimates in gys sensor measurements. Then the procedure, starting from
limited amount of time (a few minutes), during which dis- 3 minimum number of 10 and 20 couples of simultaneous
charge can be considered as constant. This permits an itektage measurements was iterated until the standard deviation
ative computation of the expected value of discha1d®), 4, (,; (0)) reached a value smaller than 5% with respect to

using the following equation: the meanu; (Q). This was done by defining the following in-
i—1 1 dicator/,,,, which interrupted the calculation whet0.05:
1i(0) = =i 1(0) + > 0; (37) i P
! ! _ _0i(ui (Q)
Wherei is the number of measurement; is thei-th com-  fo/u = Tu 0 (41)

puted discharge valug;; (Q) andu;—1(Q) are the mean val-
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Fig. 3. Comparison of mean discharge error for cases 3, 4, 5 and 6Fig. 4. Comparison of standard deviation of discharge estimation
error for cases 3, 4, 5 and 6. Values of standard deviation error for
Eq. (16) in cases 5 and 6 are larger than 286nt.
A similar approach can also be used to estimate a
roughness-depth relationship given a series of discharge o o )
measures and, for each discharge measured value, several Sfond similarities existing among them: for instance Eq. (19)
multaneous couples of water stage measurements: it is wortharameters almost coincide with those of the Jones formula
noting that a number of investigations pointed out the needEd- 3), which was also found in a previous analysis work by
of relating roughness value with water depth by calibratingP€rumal etal. (2004).
a continuous relationship (Simons and Richardson, 1961: AS expected, in all cases from 1 to 8 the Chow and Fen-
Fread, 1975); such procedures have been used with verg?n and Keller formulae (Egs. 23 and 25, respectively) pro-
good results in a previous application of DyRaC methodoI-V!de |de_nt|cal res_ults, since the steady flow condition coin-
ogy (Dottori et al., 2008). cides with the uniform flow, and the results from stage-fall-
Once the roughness-depth relationship is established, thiScharge mgthod (Eq. 26) are always equal to those of the
conveyance can be easily computed for each water depth vaEqS_' (ZI?) an ”(25)' ; 5 40 dth
ues, given the knowledge of cross section geometry from Finally, in all cases from 1 to 8 Egs. (23) and (25) and the

which area, width and wetted perimeter can be derived. ~ PYRaC formula (Eq. 33) give the same results, which is not
surprising given the use of prismatic cross sections.

As expected, the ability of the different equations to es-

3 Analysis of results timate discharge strongly depends on the channel and flood
wave characteristics.

The estimated discharge values produced by the different In cases 1 and 2 (fast wave over steep and medium river
formulae were evaluated by comparing the mean error anded slope), the mean error is always belowsmt for all
the error variance with respect to the discharge “true” val-the formulae and the percentage errors at peak are less than
ues, namely the ones computed by using the hydraulic mode}.2%, which means that the “true” values are all very well
(Sect. 2.3), taken as “true”. In a first set of experimentsreproduced. However this is also true for the values given
(Sect. 3.1 and 3.2) the water stage measurements were coly the steady-flow rating curve: the discharge-level hydro-
sidered as “perfect”, namely not affected by measuremeng@raph (Fig. 5, left) and the comparison between steady and
errors. The effect of measurement errors was then assesse@isteady flow rating curves (Fig. 5, right) for case 2 shows

and is discussed in Sect. 3.3. the absence of a significant loop, which implies that flow
conditions can be considered quasi kinematic.

3.1 Comparison on channels with prismatic constant In cases 3 (medium wave over medium-mild river bed

section slope), 4 (fast wave over medium-mild river bed slope), 5

(medium wave over mild river bed slope) and 7 (slow wave
Figures 3 and 4 show the mean error and the error variancever mild river bed slope), the degree of accuracy is more
of the succession in time of the discharge estimates producedariable since incoming waves become progressively steeper
by the alternative formulae for cases 3, 4, 5 and 6; the valuesvith respect to bed bottom slope; nonetheless, it can be seen
obtained for the other cases were not represented to allowhat the DyRaC formula (Eg. 33) maintains a very low er-
a clearer representation of results since the values were efor rate, and that Perumal 2 (Eg. 20), Henderson (Eg. 5)
ther very low (for cases 1 and 2) or very high (for cases 7and Fread (Eg. 8) formulae perform slightly better than other

and 8) with respect to those presented in the two graphs. Imnes (see the hydrographs of case 4 presented in Fig. 6).
addition, some of the formulae were omitted because of the
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Fig. 6. Case 4 (channel with bed bottom slopeI®@—4, wave with a 24 h rising time period): estimated and “true” discharges hydrograph.
Chow and DyRaC values coincide almost exactly with the “true” curve.

The performances given by Henderson and Fread formu- The improved performance of Perumal 2 formula (Eq. 20)
lae (Egs. 5 and 8) are strongly dependent on the correctivavith respect to the others was also found by Perumal and
coefficientr, which is a function of a so-called “typical” or Moramarco (2005), using similar numerical experiments.
reference wave for the concerned reach (see Eq. 6); since it In case 6 (fast wave over mild river bed slope), the accu-
is not possible to set a reference wave for the channels usegcy of formulae based on single section measurements de-
in the simulationsy was computed for each case from the creases significantly, as one can see from the observation of
incoming wave characteristics. Such a procedure, althougimean error values (Fig. 3) and from the hydrographs (Fig. 7);
it produces good results in theoretical cases, can only be agastly, analysis of case 8 (slow wave over very mild river bed
plied in natural rivers to reconstruct the flood hydrograph af-slope) shows that, in reaches with a very mild bed slope, none
ter the event has passed, and not for an operational on-linef the formulae using single water stage measurement is able
discharge measurement. to correctly estimate the discharge (Fig. 8). The results of
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Chow and DyRaC values coincide almost exactly with the “true” curve.
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Fig. 9. On the left; estimated and “true” discharges hydrograph for case 9 (channel with bed bottom stbpantvariable prismatic cross
section); on the right: estimated and “true” discharges hydrograph for case 11 (channel with bed bottom=fpped @ariable irregular
cross section).

Fenton and Perumal formulae (Egs. 16 and 20) show a highion variation makes the convective acceleration terms rele-
level of noise. Nonetheless, in order to show a fair compar-vant. The magnitude of this term has been evaluated using
ison of all the tested approaches, it was not felt appropri-both a channel with varying prismatic sections (case 9) and
ate to filter out this noise because, similarly to all the othera channel with irregular sections (cases 10 and 11); Fig. 9
equations, the results were obtained using “perfect measuralustrates flood hydrographs for cases 9 (left) and 11 (right)
ments”. On the contrary, as will be discussed in Sect. 3.3and, as can be seen, only the Jones, Fenton and Keller and
the application of a filter to the DyRaC results, is an essentiaDyRaC formulae have been represented, along with the ex-
prerequisite for operational installations in order to eliminate act discharge and the steady flow rating curve.
the “measurement errors”, which will inevitably affect the Inboth cases, unlike the DyRaC formula (Eq. 33), the Fen-
discharge estimates. ton and Keller approximation (Eg. 25) is not able to return
On the other hand, even in the presence of fast flood waveghe correct discharge hydrograph. Hence, it may be inferred
formulae using simultaneous couples of water stage meathat the parabolic approximation (Eq. 22) used for the deriva-
surements, like the Chow (Eq. 23) and DyRaC (Eg. 33) for-tion of the Fenton and Keller equation Eg. (25), which im-
mulae, provide accurate estimation, with a maximum errorplies neglecting both the convective and the local accelera-

of the order of 1%. tion terms, can seldom be applied to discharge estimation in
natural rivers unless the river reach involved is characterised
3.2 Comparison on channels with spatially variable by constant cross sections.
sections

3.3 Influence of measurement accuracy on discharge
The analysis of results in cases 1 to 8 shows that the Chow  estimation

equation Eq. (23) and DyRaC equation Eq. (33) provide al-

most coincident results when dealing with prismatic chan-The methodology described in Sect. 2.5 has been applied
nels. As mentioned earlier, in Figs. 1 to 8 Fenton and Kellerto case 10, which uses irregular cross sections, to simulate
formula Eg. (25) was not explicitly mentioned because it isa typical operational use of the DyRaC formula (Eq. 33).
identical to Chow equation in prismatic channels. However,Figure 10 shows the resulting hydrograph compared to the
as pointed out by Schmidt and Yen (2002), in natural rivers“true” value and to the one derived from the steady-flow rat-
even Eg. (25) may become incorrect if the longitudinal sec-ing curve (top left); the values af,/, the cut-off indicator,
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Fig. 10. Case 10 with error affected stage measurements; top-left: estimated and “true” discharges hydrograph; top-right: computed values
of the cut-off indicator/,,,,; bottom-left: normalised discharge estimation error (estimation error divided by “true” value); bottom-right:
number of measurement samples needed to reach the required accuracy: the minimum number for each time step is set to 10.

obtained at each time step (top right), the error rate (botton8.4 Operational discharge measurements under

left) and the number of measurements needed to reach the difficult conditions

required precision of 5% of,/,, (bottom right). As can be

seen, even when initialising the estimation process with aAs is evident from Sect. 2.5, the application of most re-
minimum number of samples (10) the required precision isviewed methods for real time discharge evaluation require
automatically reached; only in a limited number of cases area considerable amount of information regarding channel ge-
more measurements necessary. Please note that in order @netry, along with stage-discharge measurements for cali-
“filter” the water oscillations, measures should be taken atbration. This means that the monitored river must have good
random time intervals, with an average delay ranging fromchannel stability, without significant deposition and erosion

1 to 5s. Therefore, the results obtained imply that even inprocesses, and ease of access, in order to install and apply
the worst cases a discharge value can be operationally estihe necessary instrumentation. However, flow estimation in
mated in a couple of minutes. Also note that the estimationrivers located in impervious areas or characterized by strong
accuracy can be improved by increasing the number of ini-sediment transport and braided channels appears to be a more
tial samples; the graphs in Fig. 11 show the results obtaine¢omplicated task, since the correct application of methods
using a minimum of 20 samples for each time step: as can b&eviewed is no longer possible. In such situations, discharge
seen, the error rate significantly decreases with respect to thestimation methodology needs to be based on simplifying as-
previous example shown in Fig. 10. sumptions and a limited amount of data.

Although the described procedure should be operationally An example of simplified methodology is given in
verified in real world applications, the results presented inPetersen-@verleir (2006); this study provides a method based
this work are very promising and it is reasonable to believeon the Jones formula and nonlinear regression, which re-
that the DyRaC approach can be successfully applied in mogguires only stage-discharge measurements and a stage hy-
natural rivers. drograph. The regression model is developed by applying

the monoclinal rising wave approximation and the general-
ized friction law for uniform flow, along with simplifying as-
sumptions regarding the hydraulic and geometric properties
of the river channel in conjunction with the gauging station.
Experimental application of this methodology has provided
good results.
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Fig. 11. Case 10 with error affected stage measurements; top-left: estimated and “true” discharges hydrograph; top-right: computed values
of the cut-off indicator/,,,,; bottom-left: normalised discharge estimation error (estimation error divided by “true” value); bottom-right:
number of measurement samples needed to reach the required accuracy: the minimum number for each time step is set to 20.

4 Conclusions errors at higher flow regimes. The steady-flow rating curve
is generally fitted using measurements taken during low or
Results obtained in the present work confirm the need to estimedium flow regimes. Extrapolation beyond the range of
mate discharge by means of expressions accounting for wateheasurements is essentially dominated by one parameter, an
surface slope, as stated by several authors (Henderson, 196&xponent, which controls the curvature of the rating curve;
Fenton, 2001; Schmidt and Garcia, 2001). Formulae not exthis produces a significant uncertainty in the extrapolation
plicitly accounting for water surface slope can provide goodwith large discharge estimation errors. On the other hand, in
estimations in kinematic or quasi kinematic conditions and,the DyRaC approach the curvature of the rating curve is cor-
generally speaking, in channels with a steep bed slope (apectly driven by the cross section geometry, which is known,
proximately 5<10~4 or greater), while they perform poorly while the evaluation of the roughness coefficient, which is the
in other conditions, especially in the presence of fast floodonly required parameter, has a limited influence since it may
waves over mild bed slopes. In these cases, particularly irbe considered more or less constant at high flow regimes.
reaches with variable or irregular cross sections, it is necesThis is why the DyRaC approach allows for an accurate
sary to measure the water surface slope directly and use @alibration even when using stage-discharge measurements
methodology like the proposed Dynamic Rating Curve. Re-taken at low and medium flow conditions.
sults obtained by this procedure have proven to be accurate Finally, as found in previous works (Dottori et al., 2008),
and reliable in all the numerical experiments; however, it isthe DyRaC methodology also allows for accurate discharge
important to stress that the application of formulae using si-estimation in sections affected by backwater effects, which is
multaneous stage measurements is slightly more demandingaken into account during the experimental stage-discharge
in that, apart from the knowledge of the stage in two adja-measurements, used for roughness calibration. Application
cent cross sections, it also requires the description of twaf the DyRaC approach to natural rivers will be presented in
river cross section geometries and the use of a small piece of forthcoming paper by the same authors.
code. At present, a measurement instrument based on DyRaC
Nonetheless, the DyRaC approach offers many advantagds under development and will be operationally installed
in contrast to the steady-flow rating curve: it not only takes and tested on several rivers presenting different hydrological
into account the loop characterising unsteady flow, but it alsacharacteristics and conditions.
drastically reduces the steady flow rating curve extrapolation
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Appendix A

List of symbols used in equations

A:  cross section area fif)

B:  cross section width at the water surface [m];

c: kinematic wave celerity [ms';

Fr: Froude number¥];

g acceleration due to gravity [nT$];

H: hydraulic head over a horizontal datum [m];

J: friction slope F];

K: cross section hydraulic conveyance[snl];

m:  exponent of the hydraulic radius in the friction
law used,;

n: Manning roughness coefficient [r/2 s];

P:  cross section wetted perimeter [m];

Q: discharge [Ms1];

Qo: uniform flow discharge [fhs™1];

Q,: reference flow discharge fhs~1];

Qs: steady flow discharge, given by the steady-flow
rating curve [ns1];

R:  cross section hydraulic radius [m];

So:  channel bed slope];

S,:  reference slopeH];

Sy:  steady flow water surface slope]

S.:  water surface slope];

At: time step of available data [s];

U: mean velocity [ms1];

t: the time coordinate [s];

X longitudinal distance along the reach [m];

y: water depth [m];

z water surface elevation above a horizontal
datum [m];

B: Boussinesq momentum coefficient.

AcknowledgementsThe research work described in this paper is
part of a national research program (PRIN 2006— 200608QR)
supported by the Italian Ministry for Education, University and Sci-
entific Research.

The authors would like to thank, Robin Clarke, John Fenton,

Geoff Pegram, for their supportive and helpful review of the paper

Dynamic rating curve approach to indirect discharge measurement

IASTED International Conference, Crete, Greece, 25-28 June
2002.

Chow, V.-T.: Open Channel Hydraulics, Mc Graw Hill, Tokio,
Japan, 680 pp., 1958.

Danish Hydraulic Institute (DHI): MIKE11 user's guide, Copen-
hagen, Denmark, 142 pp., 2003.

Di Baldassarre, G. and Montanari, A.: Uncertainty in river dis-
charge observations: a quantitative analysis, Hydrol. Earth Syst.
Sci. Discuss., 6, 39-61, 2009,
http://www.hydrol-earth-syst-sci-discuss.net/6/39/2009/

Di Silvio, G.: Flood wave modifications along prismatic channels,
J. Hydraul. Div. ASCE, 95, 1589-1614, 1969.

Dottori, F., Martina., M. L. V., and Todini, E.: Misure indirette
di portata in alvei naturali, Atti del 31 Convegno Nazionale di
Idraulica e Costruzioni Idrauliche, Perugia, Italy, 9-12 Septem-
ber 2008 (in Italian).

Faye, R. E. and Cherry, R. N.: Channel and dynamic flow char-
acteristics of the Chatthoochee River, Buford Dam to Georgia
Highway 141, US Geological Survey, Water Supply Paper 2063,
1980.

Fenton, J. D.: Calculating hydrographs from stage records, Proc.
28th IAHR Congress, Graz, Austria, 1999.

Fenton, J. D.: Rating Curves: Part 1 — Correction for Surface Slope,
Proc. Conference on Hydraulics in Civil Engineering, Hobart,
309-317, Australia, 28—30 November 2001.

Fenton, J. D. and Keller, R. J.:. The calculation of stream flow from
measurements of stage, Technical Report 01/6, Cooperative Re-
search Centre for Catchment Hydrology, Melbourne, Australia,
84 pp., 2001.

Franchini, M. and Ravagnani, F.: Costruzione della scala di deflusso
in una sezione con sole misure di livello utilizzando le portate
registrate a monte ed un modello diffusivo — convettivo, L'Acqua
5, 9-19, 2007 (in Italian).

Fread, D. L.: Computation of stage-discharge relationship affected
by unsteady flow, Water Resour. Bull., 11(2), 429-442, 1975.
Gasiorowski, D. and Szymkiewicz, R.: Mass and momentum con-
servation in the simplified flood routing models, J. Hydrol., 346,

51-58, 2007.

Henderson, F. M.: Open channel flow, Macmilliam Series in Civil
Engineering, Macmilliam eds.,New York, USA, 522 pp., 1966.
Herschy, R. W.: Streamflow Measurement (2nd edition), E & FN

Spon, London, UK, 1995.

Hydraulic Engineering Centre (HEC): Hydraulic Reference Man-
ual, U.S. Army Corps of Engineers, Davis, California, USA,
377 pp., 2001.

as well as Mutiah Perumal for his useful comments on an earlierJones, B. E.: A method of correcting river discharge for a changing

version.

Edited by: F. Pappenberger

References

Arico, C., Tucciarelli, T., Dottori, F., Martina., M. L. V., and To-

stage, U.S. Geological Survey Water Supply Paper, 375-E, 117—
130, 1915.

Lamberti, P. and Pilati, S.: Quasi-kinematic flood wave propaga-
tion, Meccanica, 25, 107-114, 1990.

Lamberti, P. and Pilati, S.: Flood propagation models for real-time
forecasting, J. Hydrol., 175, 239-265, 1996.

Marchi, E.: La Propagazione delle onde di piena, Atti Accademia
Nazionale Lincei, 64, 594-602, 1976 (in Italian).

dini, E.: Peak flow measurement in the Arno River by meansPerumal, M. and Moramarco, T.: A reappraisal of discharge es-
of unsteady-state water level data analysis, Proc. International timation methods using stage hydrographs, Proc. HYPESD In-

Conference on Fluvial Hydraulics (RiverFlow), Cesme-lzmir,
Turkey, 3-5 September 2008.

ternational Conference, Roorkee, India, 23-25 February 2005,
105-116, 2005.

Barbetta, S., Melone, F., Moramarco, T., and Saltalippi, C.: OnPerumal, M. and Ranga Raju, K. G.: Approximate convection-
Discharge Simulation from Observed Stage Hydrographs, Proc.

Hydrol. Earth Syst. Sci., 13, 84863 2009

www.hydrol-earth-syst-sci.net/13/847/2009/


http://www.hydrol-earth-syst-sci-discuss.net/6/39/2009/

F. Dottori et al.: Dynamic rating curve approach to indirect discharge measurement 863

diffusion equations, J. Hydrol. Eng.-ASCE, 4(2), 160-164, 1999. Schmidt, A. R. and Yen, B. C.: Stage-Discharge Ratings Revisited,

Perumal, M., Shrestha, K. B., and Chaube, U. C.: Reproduction of in Hydraulic Measurements and Experimental Methods, Proc.
Hysteresis in Rating Curves, J. Hydrol. Eng.-ASCE, 130, 870- EWRI and IAHR Joint Conference, Estes Park, CO, USA, 28
878, 2004. July—1 August 2002.

Petersen-@verleir, A.: Modelling stage-discharge relationships af-Simons, D. B. and Richardson, E. V.: The effect of bed roughness
fected by hysteresis using the Jones formula and nonlinear re- on depth-discharge relations in alluvial channels, US Geological
gression, Hydrol. Sci. J., 51, 365-388, 2006. Survey Water-Supply Paper 1498-E, 1961.

Schmidt, A. R. and Garcia, M. H.: Theoretical Examination Todini, E. and Bossi, A.: PAB (Parabolic and Backwater) an Un-
of Historical Shifts and Adjustments to Stage-Discharge Rat- conditionally Stable Flood Routing Scheme Particularly Suited
ing Curves, in Proc. EWRI World Water and Environmental for Real Time Forecasting and Control, J. Hydrol. Eng.-ASCE,
Congress, Philadelphia, PA, USA, 23-26 June 2001. 24(5), 405-424, 1986.

www.hydrol-earth-syst-sci.net/13/847/2009/ Hydrol. Earth Syst. Sci., 13,8%8/2009



